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ABSTRACT 
 

Due to the increasing number of items with a variety of descriptions for a product type, itemset retrieval is 
considered as an essential function for enhancing shopping experiences of customers in online malls. This paper 
considers an itemset retrieval problem to construct an itemset consisting of items belonging to the same product type 
against a query item in which a customer is interested. In contrast to the previous approaches that require additional 
prior information such as itemset memberships and the known number of itemsets, we propose a semi-supervised 
itemset retrieval model that can automatically find a target itemset for a query item based on two item features, 
namely textual description and price. Specifically, in order to precisely identify itemsets, the proposed model 
conditionally utilizes price feature of an item only when its textual description feature is relevant to that of a query 
item. Experiment results based on two real-world datasets show that the proposed model outperformed the other 
alternatives. 
 
Keywords: Itemset retrieval; Semi-supervised approach; Conditional feature utilization; Finite mixture model; e-
Commerce 
 
1. Introduction 

Owing to the recent proliferation of various types of online shopping services such as open markets, Internet 
auctions, and social commerce where sellers are allowed to vend their items with their own pricing strategies, there 
exist many items with diverse prices and various descriptions for a single product type across many online shopping 
malls [Ramachandran et al. 2011; Wu et al. 2011]. In Google Shopping, for instance, a product type named “Sony 
Micro Vault USB 16G” is sold in the forms of 65 distinct items with different prices and descriptions. While the 
availability of multiple items for a single product type offers a wide variety of purchase choices to a customer, it 
makes difficult for a customer to identify the items belonging to the same product type of interest.  

To enhance the customer’s shopping experience, two types of search services, namely item search and itemset 
search, are often provided. The item search aims to retrieve relevant items to a user query that usually consists of 
words or phrases while the itemset search seeks to find the set of items belonging to the same product type as that of 
an item found to be interesting to a customer for the purpose of price comparison. This paper focuses on the itemset 
retrieval problem, and we refer a given item as a query item and the set of items to be suggested as a target itemset 
against the query item. In Figure 1, the relationship between a product type and items as well as the relationship 
between a query item and its target itemset are illustrated.  
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Figure 1: Concept of a query item of a customer and a target itemset against the query item. 
 
Through facilitating automatic retrieval of the target itemset for a query item, customers are provided with 

comparison results for the items from the same product type, resulting in reduced item search costs [Tan et al. 2010]. 
In the meantime, the automatic itemset retrieval method is also beneficial to service providers as they are no longer 
required to prepare all the possible target itemsets in advance. Moreover, the target itemsets can be further utilized to 
improve the performances of item ranking [Kim et al. 2012b], item recommendation [Linden et al. 2003], and item 
bundling [Garfinkel et al. 2008] by allowing exploration of the relationships among items. 

There have been many research results pertaining to the itemset retrieval. Yet, they have limited applicability 
due to the requirement of information such as the known number of itemsets [Kannan et al. 2011b; Kim et al. 2012a], 
the predefined hierarchical structure of itemsets [Abbott et al. 2011; Benjelloun et al. 2009], and the prior 
knowledge for adjusting model parameters [Kopcke et al. 2010; Wong et al. 2008].  

Supervised approaches presented in [Abbott et al. 2011; Geng et al. 2012; Kim et al. 2013b] that require 
training data on item membership against an itemset may not be viable options for small and medium sized shopping 
services due to the significant amount of time and cost involved for obtaining the training data [Kannan et al. 2011a]. 
Furthermore, due to the dynamic nature of an online shopping service where a large number of items are newly 
created and frequently updated, maintaining such data up-to-date is a challenging task [Tang et al. 2001].  

Accordingly, we consider a problem of target itemset retrieval that returns the items in the target itemset against 
a query item by only using textual descriptions and prices of items without relying on the aforementioned additional 
information. In this paper, each item is represented by its price and textual description, a short text snippet 
describing a specific product type. Note that the target itemset retrieval we consider is a special case of the itemset 
construction problem which groups items of same product type into an itemset [Lynch et al. 2000]. Utilizing only 
the textual description and price as features of an item facilitates wide usage of the proposed model since they are 
mandatory information in most online shopping services and other data such as product specification and seller 
detail are often unavailable.  

Retrieving the target itemset against a query item, however, is not trivial due to the ambiguity problem caused 
by the existence of items with similar textual descriptions across different product types. In this paper, we assume 
that two items’ product types are different if their purchase options are different, and such an ambiguity problem is 
frequently found in many online shopping services owing to the diversification of product types in terms of purchase 
options such as delivery condition, packaging unit, and specification [Kannan et al. 2011a] for meeting various 
customers’ needs. In case of a diaper, for instance, product types are often varied along with the number of diapers 
in a package and diaper size, resulting in very similar textual descriptions of items belonging to different product 
types. As a result, it is hard to obtain satisfactory results when target itemsets are retrieved by depending only on 
textual descriptions of items. 

On the other hand, the price feature alone does not provide a sufficient clue for identifying item memberships 
due to its indeterminacy nature. There are many product types including laptops, cell phones, and televisions at 
similar price ranges. Furthermore, even the items from a single product type may not have similar prices because of 
various pricing strategies and policies of sellers [Kim et al. 2013a].  

Yet, when focusing on a group of product types that differ only in terms of some purchase option, the item price 
range for a particular product type becomes different from those for the other product types in the group. The 
difference in the price range is attributed to the decisive effect of purchase options on the item prices. In case of a 
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diaper, for instance, when the same diaper is sold in the forms of various packaging units, product types containing 
more diapers in a package have higher price ranges than the other types containing fewer diapers. 

Figure 2 demonstrates two product types that differ in the memory capacity, “Sony Micro Vault USB Flash 
Drive 16GB” and “Sony Micro Vault USB Flash Drive 32GB”. The unit of an item price is Korean Won (KRW). 
The textual descriptions of the items for both product types are similar to each other while the prices of the former 
product type are always lower than those for the latter in Figure 2. 

 
Textual description Price  Textual description Price 

Sony Micro Vault N-Series Click 16 
GB USB 2.0 Flash Drive USM16GN 19,030  Sony Media 32 GB Micro Vault N-

Series USB Flash Drive, USM32GN 36,960 

Sony USM32GN Micro Vault N-Series 
USB Drive (16GB) 22,264  Sony USM32GN Micro Vault N-Series 

USB Drive (32GB) 38,489 

Sony Micro Vault USM16GN Flash 
Drive 20,889  Sony Micro Vault USM32GN Flash 

Drive - 32 GB 52,789 

Sony Micro Vault USM16GN Flash 
Drive - 16 GB 25,102  Sony Micro Vault USM32GN Flash 

Drive 45,089 

Sony (USM16GN) Micro Vault USB 
flash drive - 16 GB 22,935  NEW Sony Micro Vault USM32GN 

Flash Drive - 32 GB 36,289 

Average of prices 22,044  Average of prices 41,923 
Variance of prices 5,152,967  Variance of prices 49,064,798 

(a) Product type named “Sony Micro Vault USB 16G” (b) Product type named “Sony Micro Vault USB 32G” 
 

Figure 2: Examples of textual descriptions and prices of items for two product types (unit of price is KRW). 
 

Motivated by the above remarks, we conditionally utilize the textual description and price features of each item 
in such a way that item’s relevance to a query item is investigated by considering the item’s price only when its 
textual description is similar to that of the query item in order to address the ambiguity and indeterminacy problems. 
Specifically, if an item is judged to be similar to a query item in terms of textual description, it becomes a candidate 
for a member of the target itemset against the query item. Otherwise, it is no longer examined. Subsequently, each 
candidate is re-evaluated with respect to its price feature. When the price of a candidate is likely to follow the price 
distribution of items in the target itemset, the candidate is finally judged as a member of the target itemset. 

In this paper, we take a semi-supervised approach [Basu et al. 2002; Grira et al. 2004], and develop a target 
itemset retrieval model, named cf-SIM, based on the conditional feature utilization. The proposed model aims to 
automatically suggest the target itemset against a query item through considering the textual description and price 
features of items. cf-SIM estimates how likely an item belongs to the target itemset against a query item to 
determine the state of the item by using some available membership information. In detail, we define two possible 
states for each item against a query item, target state (called τ -state) and non-target state (called ν -state). The items 
in τ -state are regarded as the ones in the target itemset whereas the items in ν -state are not. 

Furthermore, for effective estimation of the states of items against a query item, cf-SIM utilizes the item prices 
on a condition that their textual descriptions are relevant to that of the query item. We model the itemset 
membership of an item as a mixture of τ -state and ν -state by introducing two hidden variables that are respectively 
associated with its textual description and price features. The hidden variables represent the states of an item against 
a query item. Through using an expectation-maximization (EM) based algorithm, the values of the hidden variables 
and the parameters of cf-SIM are estimated, and the probability that an item is in a particular state is calculated. The 
effectiveness of cf-SIM is validated by using two real-world datasets. The experiment results show that cf-SIM is not 
only more effective in retrieving target itemsets than the alternatives considered but also robust against various 
settings. 

The paper is organized as follows. In Section 2, the related studies on the itemset retrieval are presented. In 
Sections 3 and 4, the proposed model, cf-SIM, and its parameter estimation method that bases on an EM algorithm 
are developed, respectively. Next, the experiment results that validate the effectiveness of cf-SIM based on two real-
world datasets are shown in Section 5. Finally, implications and limitations are discussed in Section 6, and the paper 
is concluded in Section 7. 
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2. Literature Review 

Previous studies shown in Table 1 that have addressed the itemset construction problem can be broadly 
categorized into supervised and unsupervised methods depending on whether or not training data containing the 
known itemset memberships of items are utilized. The approaches based on a supervised method [Bilenko et al. 
2005; Ding et al. 2002; Kannan et al. 2011a; Kannan et al. 2011b; Kim et al. 2013b; Kim et al. 2012a; Kim et al. 
2006; Kim et al. 2008; Kirsten et al. 2010; Kopcke et al. 2010] attempted to predict the memberships of newly 
observed items by exploiting training data which are costly to obtain and sometimes not available. In contrast, the 
models based on an unsupervised method [Benjelloun et al. 2009; Geng et al. 2012; Wong et al. 2008] judge the 
item memberships by utilizing a similarity measure without relying on the training data. While the unsupervised 
models operate without requiring the known itemset memberships, they usually show comparably low performances, 
making them practically inapplicable. 

In particular, Benjelloun’s model [Benjelloun et al. 2009] belongs to an unsupervised approach in which 
predefined similarity thresholds are used for the itemset construction whereas the proposed model takes a semi-
supervised approach in which the query items, instead of the known item membership data, play a role of training 
data in estimating the parameters involved in the itemset construction. Furthermore, while our model bases on only 
the textual description and price features that are elementary information available in most online shopping malls, 
Benjelloun’s model assumes the category information of items which may require a significant amount of manual 
tasks for preparation. As a result, Benjelloun’s model is not applicable to our problem setting in which all the other 
information except the textual descriptions and prices is assumed to be unknown. 

 
Table 1: Summary of the related work according to approaches, considered features, and required information. 
Approaches Considered 

features 
Information required References 

Supervised approach Textual 
description 

Predefined hierarchical structure of 
itemsets and item images 

Kim et al. 2006, 
Kim et al. 2008, 
Kanna et al. 2011a 

Predefined hierarchical structure of 
itemsets 

Ding et al. 2002 

Predefined hierarchical structure of 
itemsets and prior knowledge for 
parameter adjustment 

Abbott and Watson 
2011 

The number of itemsets Kanna et al. 2011b, 
Kim et al. 2012a 

The number of itemsets and click-through 
data 

Kim et al. 2013b 

Textual 
description and 
price 

Prior knowledge for parameter adjustment Bilenko et al. 2005, 
Kirsten et al. 2010, 
Köpcke et al. 2010 

Unsupervised 
approach 

Textual 
description 

Click-through data Geng et al. 2012 

Prior knowledge for parameter adjustment Wong et al. 2008 

Textual 
description and 
price 

Predefined hierarchical structure of 
itemsets 

Benjelloun et al. 2009 

 
Besides textual descriptions and prices, there are three other types of information required in the previous 

research: the predefined hierarchical structure of itemsets, the number of itemsets, and the prior knowledge for 
parameter adjustment. Several studies including [Abbott et al. 2011; Ding et al. 2002; Kannan et al. 2011a; Kim et al. 
2006; Kim et al. 2008] used the predefined hierarchical structure of itemsets such as UNSPSC (The United Nation 
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Standard Products and Services Code Systems) [Abels et al. 2006; Bergamaschi et al. 2002] which is a four level 
hierarchical classification schema. In some studies [Kannan et al. 2011a; Kim et al. 2013b; Kim et al. 2012a], the 
number of itemset should be known to construct itemsets while other methods [Bilenko et al. 2005; Kirsten et al. 
2010; Kopcke et al. 2010; Wong et al. 2008] required the prior knowledge for parameter adjustment. In addition, 
some recent work considered miscellaneous information such as click-through information [Geng et al. 2012; Kim 
et al. 2013b] and item images [Kannan et al. 2011b] to construct itemset more accurately. 

Specifically, Bilenko et al. [2005] addressed the itemset construction problem without using the predefined 
hierarchical structure of itemsets and the number of itemsets through applying a hierarchical agglomerative 
clustering method whose parameters were determined based on prior knowledge. However, they used a composite 
similarity function for clustering where the parameters for the similarity measure were trained by utilizing the 
known itemset memberships.  

To reconcile the needs for the known itemset memberships, Wong et al. [2008] proposed an unsupervised 
method for constructing itemsets by enhancing Bilenko’s work. They employed a linear combination of cosine 
similarity functions and applied a hierarchical agglomerative clustering method based on prior knowledge for 
determining clustering parameters. In the recent work by Geng et al. [2012], neither the itemset memberships nor 
prior knowledge for parameter adjustment were necessary for constructing itemsets, but it utilized miscellaneous 
information such as click-through data in addition to the elementary  information such as textual descriptions and 
prices. 

In contrast to the previous studies, however, the proposed method constructs itemsets without relying on the 
itemset membership data or prior knowledge for parameter adjustment. It only employs the elementary features, 
textual description and prices, and requires no additional information. Furthermore, while most state-of-the-art 
methodologies selectively utilizes either an item or a feature according to a certain condition, cf-SIM conditionally 
utilizes a feature of an item by observing the other features of the item, making it possible to address the ambiguity 
and indeterminacy problems arising in online shopping malls. 

 
3. Proposed Target Itemset Retrieval Model  
3.1. Target itemset retrieval based on conditional feature utilization 

To address the ambiguity and indeterminacy problems mentioned in Section 1, cf-SIM conditionally utilizes the 
price feature of an item only if its textual description feature is relevant to that of a query item. While the textual 
description feature is always examined for all items during the itemset retrieval task, utilization of the price feature 
of an item is conditionally determined during its state estimation to enhance the retrieval performance. The proposed 
conditional feature utilization makes it possible for a target itemset to be composed of not only textually similar 
items but also the items with prices that are likely to appear in the target itemset. 

The underlying idea of the conditional feature utilization bases on the existing feature selection methods using 
finite mixture models that are designed to select a subset of features to improve clustering performances [Law et al. 
2004; Zeng et al. 2009]. Yet, we have empirically found that direct application of those methods to shopping itemset 
construction did not yield satisfactory results when there exists conditional dependency among item features for 
some items.  

From the authors’ previous study [Kim et al. 2013a], it was observed that the textual description and price 
features of a shopping item in an itemset were not independent to each other. Accordingly, there is a room for more 
effectively constructing itemsets through exploiting the dependencies between the features when measuring 
similarities among items. Unlike the previous methods that attempt to select good features for representing the entire 
observations, cf-SIM conditionally determines the utilization of the price feature of an item based on the 
consideration of its textual description. 

Specifically, the conditional utilization of an item’s price feature is conducted by the following two steps. In the 
first step, the state of an item against a query item is determined by focusing only on the similarity between their 
textual descriptions. If the textual description of an item is similar to that of a query item, its state becomes τ -state, 
and the state is set to ν -state, otherwise. Therefore, the items containing more similar textual descriptions to that of 
a query item have higher probability to be in τ -state. Since the items in ν -state for the query item fail to be 
included in the target itemset for the query item in the first step, they will be ignored in the next step regardless of 
their prices. 

In the second step, the items whose states are determined to be τ -state in the first step are then re-examined 
with respect to their prices. Two price distributions are employed to fit the prices of those items where one is for the 
prices of the items in τ -state, and the other is for the prices of the items in ν -state. The final state of an item is then 
decided by investigating which price distribution is more appropriate to explain the item’s price. We remark that, 
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among the items whose textual descriptions are similar to that of a query item, their states are set to τ -state only if 
their prices are likely to follow the same price distribution as that of the query item. That is, the state of an item is 
not necessarily set to τ -state for a query item even though it is similar to the query item in terms of either textual 
description or price in contrast to the conventional models [Basu et al. 2002; MacQueen 1967]. 

Figure 3 illustrates the process of state estimation for the items against a given query item, and each point 
corresponds to an item represented by two features, f1 and f2, that are assumed to respectively follow two Gaussian 
distributions. In this example, we consider one hundred items from four itemsets. The means and standard deviations 
of f1 associated with the four itemsets, A, B, C, and D, are (35, 6), (40, 4), (65, 4), and (70, 4), respectively, and 
those of f2 are (35, 10), (80, 5), (70, 6), and (35, 8), respectively. The boundaries of actual itemsets are shown in 
Figure 3 (a), and the desired states of items with respect to the query item are depicted in Figure 3 (b). Note that the 
goal of the proposed model is to distinguish the items belonging to itemset A, in which the query item exists, from 
the others. 

 

 
 (a) Actual item states (b) Estimated item states 

 
Figure 3: Graphical example for the concept of the conditional feature utilization by comparing the actual states of 

items with their estimated states. 
 
When f1 is considered, the items in itemsets C and D in Figure 3 (a) are determined to be dissimilar to the query 

item while the items in itemsets A and B are identified as relevant to the query item. Therefore, the states of items in 
C and D are set to ν -state while the items in itemsets A and B need to be further investigated based on f2. 
Subsequently, when f2 is considered for the items in A and B, the states of the items in itemset A are identified as τ -
state since they are clearly distinguished from the others with respect to f2, as shown in Figure 3 (b). 

We describe how our approach is different from the existing ones by comparing our model with k-means 
[MacQueen 1967] and constrained k-means [Basu et al. 2002] which are popular unsupervised and semi-supervised 
learning approaches. Figure 4 shows the comparison results through visualizing itemset construction based on the 
three models. First, the k-means only focuses on partitioning the items in terms of the similarity between items 
rather than identifying similar items against a query item. That is, it cannot make sure that a query item is in τ -state, 
as shown in Figure 4 (a). On the other hand, as the constrained k-means utilizes the membership of a query item, it 
ensures that the query item belongs to τ -state.  

However, it may result in many errors, caused by the irrelevant items in terms of one of the features, as 
appeared in Figure 4 (b). Since this model heavily relies on the similarity between an item and a query item with 
respect to all the item features at the same time, it is possible that the states of items are falsely judged when the 
items are very similar to a query item in terms of any of the features. Compared to the previous approaches, cf-SIM 
is able to precisely retrieve the target itemset against a query item as shown in Figure 4 (c) owing to the proposed 
conditional feature utilization scheme. As a semi-supervised model, cf-SIM predicts the unknown labels of instances 
by utilizing the query items as labels. However, it differs from the conventional semi-supervised models in that it 
uses some of the feature conditionally instead of considering all the features together as in the conventional models.  
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Figure 4: Comparison results of itemset construction models: k-means, constrained k-means, and cf-SIM. 
 

3.2. Model description 
In this section, notations and details of cf-SIM are described. We consider a dataset that consists of 

independently and identically distributed N items, denoted by {( , ) | 1, , }n nI y n N= =x  , where nx  and ny  
represent textual description and price of the n-th item, respectively. The textual description of the n-th item is 
represented by an L-dimensional vector, denoted by 1n n nLxx=< >x  , where nlx  is 1, if the l-th term appears in the 
n-th item’s textual description, and it is 0, otherwise. L represents the number of distinct terms found in the items’ 
textual descriptions in a given dataset, and the textual description of an item is expressed as a term vector of length L 
in our model. Therefore, the proposed method has no limitation on the maximum length allowed for a textual 
description, and it works well as long as there is at least one word in a textual description. We denote a query item 
by 

0 0( , )q y= x  where 
0x  and 

0y  are its textual description and price, respectively.  
We assume that each term occurs independently of the others in the textual description of an item. This 

assumption, called a bag-of-words approach, has been widely employed in many information retrieval (IR) models 
[Ferrández 2011], and it has shown successful results in various types of information retrieval research [Amati et al. 
2004; Robertson et al. 2000]. The reason for such wide adoption of the independence assumption is because it 
allows faster computation without significant performance degradation [Sebastiani 2002], compared to the models 
with the term dependency assumption [Lawrie et al. 2001; Peng et al. 2007]. Although it is an essential assumption 
for the similarity calculation between textual descriptions in the proposed method, we remark that this assumption 
can be relaxed by employing another similarity measure with the term dependency assumption. Furthermore, we 
assume that the price of an item follows a Gaussian distribution, and the textual description and price of an item is 
conditionally independent as suggested in Agrawal et al. [2011] and Ketter et al. [2007]. 
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Two sets of hidden variables, },{ | 1,nD d n N= =   and },{ | 1,nP p n N= =  , are defined to represent the state 
of each item based on its textual description and price against a query item, 

0 0( , )q y= x , where nd  and np  are the 
binary hidden variables that indicate whether or not the n-th item is relevant to the query item in terms of its textual 
description and price, respectively. Use of two hidden variables not only makes the proposed model intuitive 
through respectively indicating relevance of an item to a query item in terms of two features but also makes 
derivation of formula easier as described in Equation A.1.  

Specifically, nd  is 1, if 
nx  is textually relevant to 

0x , and 0, otherwise, while np  is 1, if 
ny  and

0y  are 
considered to follow the same price distribution, and 0, otherwise. We remark that a pair of hidden variables is 
associated to an individual item in cf-SIM in contrast to the previous models that consider a single hidden variable 
associated to a feature across the entire items [Law et al. 2004; Zeng et al. 2009]. 

As a result, there are four possible combinations of the values of two binary hidden variables for each item. The 
state of the n-th item for a query item is indicated according to the values of its hidden variables, nd  and np , as 
follows. 

Case 1) if 1nd =  and 1np = , the n-th item is regarded to be in τ -state, indicating both its textual description 
and price are relevant to those of the query item. 

Case 2) if 1nd =  and 0np = , the n-th item is regarded to be in ν -state since 0np =  represents that its price is 
not likely to follow the same distribution as that of the query item. 

Case 3) if 0nd =  and 1np = , the n-th item is regarded to be in ν -state since 0nd =  represents that its textual 
description is irrelevant to that of the query item. 

Case 4) if 0nd =  and 0np = , the n-th item is regarded to be in ν -state since 0nd =  and 0np =  represent that 
both of its textual description and price are not relevant to those of the query item. 

As the price feature of the n-th item becomes a determinant only for the items containing similar textual 
descriptions as mentioned in Section 3.1, the value of np  contributes to the judgment of its final state only in the 
cases 1 and 2. On the contrary, when 0nd = , the state of the n-th item is simply determined as ν -state regardless of 
the value of np  as in the cases 3 and 4. Therefore, when 0nd = , it is no longer necessary to investigate the n-th 
item irrespective of its price. The states of the items are illustrated in Figure 5 by using the same itemsets and items 
used in Figure 3 where the values of their associated hidden variables according to the four possible cases are 
annotated. 

 
Figure 5: State examples of items according to the possible combinations of their hidden variable values. 

 
To model the probability of an item to be in a particular state based on the possible combinations of values of 

the hidden variables, we adopt a finite mixture model that takes linear combinations of components to represent the 
presence of sub-populations by using a set of hidden variables [McLachlan et al. 1988]. In contrast to the original 
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form of a finite mixture model that explains the state of an observation based on the mixture of all the possible states, 
we modify it to allow each feature of an item to be associated with a hidden variable that indicates whether or not 
the item feature is utilized for estimating its state. The density function of the n-th item is defined as: 
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where Pr( )⋅  represents probability, ( )f ⋅  is a density function, Pr( )i n idd = =  such that 1, 00 ,1i id =≤ ≤  and 
1

0
1

i id=
=∑ , and Pr( | )ij n np dj ip = = =  such that 1, ,0 0,1ij i jp =≤ ≤  and 

1

0
1ji ip=

=∑ . 
In Equation (1), the density function of the n-th item, ( , )n nf yx , is calculated by the mixture of four joint 

density functions of the item, and its associated hidden variables, nd i= , 0,1i =  and np j= , 0,1j = . 0d  and 1d  
are the coefficients for the textual description, where the former represents the probability that the textual 
description of an item is irrelevant to that of a query item while the latter represents the probability of the relevant 
case. Similarly, 10p  and 11p  are the coefficients for the price where the former represents the probability that the 
price of an item follows the same price distribution as that of a query item while the latter represents that of the 
opposite case when the textual description of the item is determined to be relevant. Since np  is not considered for 
the n-th item corresponding to the cases 3 or 4, three item density functions are defined for the following pairs of 
hidden variables, which are (i) 1nd =  and 1np = , (ii) 1nd =  and 0np = , and (iii) 0nd =  regardless of np . 

For the n-th item associated with 1nd =  and 1np =  (Case 1), its density is calculated by using the set of 
parameters, { }11 , , | 1,...,l l Lθ σω µ= =  where lω  is the probability of the l-th term’s appearance in the textual 
description of an item in τ -state, and µ  and σ  represent the mean and the standard deviation of the prices of the 
items in τ -state, respectively. Accordingly, the density function for the n-th item in τ -state, given the set of 
parameters, 11θ , is obtained by: 

11 11 11( , | ) Pr( | ) ( | )n n n nf y f yθ θ θ=x x  (2) 

where (1
11

1

)Pr( | ) ( ) (1 )nl nl

L

l

x x
n l lθ ω ω −

=

= −∏x and 1

2
2

21 ,
( )1( | ) ( | ) exp

22
n

n n
y

f y N y
µ

θ µ σ
σσ p

 −
= = − 

 
.  

For the n-th item associated with 1nd =  and 0np =  (Case 2), its item density is evaluated by using the set of 
parameters, { }' '

10 , , | 1,...,l l Lµθ ω σ= =  where 'µ  and 'σ  represent the mean and the standard deviation of the 
prices of the items in ν -state, respectively. The density function for the n-th item in ν -state under 1nd =  and 

0np = , given the set of parameters, 10θ , is calculated as follows. 

10 10 10( , | ) Pr( | ) ( | )n n n nf y f yθ θ θ=x x  (3) 
Finally, for the n-th item associated with 0nd =  (Cases 3 and 4), its density is determined by using the set of 

parameters, { }' ' '
0 , , | 1,...,l l Lµθ ω σ= = , where '

lω  is the probability of the l-th term’s appearance in the textual 
description of an item in ν -state. The density function for the n-th item in ν -state under 0nd =  regardless of np , 
given the set of parameters, 0θ , is computed as: 

0 0 0( , | ) Pr( | ) ( | )n n n nf y f yθ θ θ=x x  (4) 
 
3.3. Parameter estimation 

The parameter set of cf-SIM, { }11 10 0, ,θ θ θΘ = , is estimated so that it can maximize the complete data log-
likelihood function over the entire items and their hidden variables, defined in Equation (5) (See Appendix A for 
details). 

0

ln ( , , ) ln ( , , , | )n
n

n n n

N

f I D P f y d i p j
=

Θ Θ= = =∏ x∣  (5)
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The parameters that maximize Equation (5) cannot be directly obtained since the sets of hidden variables are 
unknown. Accordingly, we employ an EM algorithm which is one of the widely used methods to find the maximum 
likelihood solutions for models having hidden variables through maximizing the conditional expectation of their 
complete data log-likelihood functions [Dempster et al. 1977]. In EM algorithm, two steps, the expectation step and 
the maximization step, are iterated until a certain criterion is satisfied. We denote a variable pertaining to the m-th 
iteration of EM algorithm by using (m) as its superscript. 

In the expectation step, the proposed EM algorithm computes the probability that nd i= , 0,1i = , and np j= , 
0,1j = , at the m-th iteration, given the n-th item and the parameters by fixing ( )mΘ , as defined in Equation (6) (See 

Appendix B for details). 
( ) ( )( , ) Pr( , | , , )m m

n n n n nii j d p j yr = Θ= = x  (6) 
Finally, in the maximization step, the parameters are updated by fixing ( ) ( , )m

n i jr , 0,...,n N= , , 0,1i j = , and 
calculated by using Equation (6). 

( +1) ( )arg ma ,x ( )m mQ
Θ

Θ = Θ Θ  (7) 
where ( )( ), mQ Θ Θ  is the expected value of the complete data log-likelihood function defined in Equation (5) (See 
Appendix C for details).  

 
4. Target itemset retrieval 

Figure 6 summarizes the target itemset retrieval algorithm under the proposed framework. A query item and a 
set of items of which the itemset memberships are sought to be identified are given as an input of the algorithm. The 
parameters of cf-SIM such as the term appearance probabilities, and the mean and variance of prices are initialized 
according to the textual description and price of the query item (line 1 in Figure 6). Then, the parameters of cf-SIM 
and the hidden variables for each item are iteratively estimated (lines 2 to 4). In line 3, the values of each item’s 
hidden variables are estimated by using Equation (6).  

Specifically, the estimation is carried out by using the marginal density function of the item shown in Equation 
(1) as well as the conditional density functions presented in Equations (2), (3), and (4). In line 4, through using the 
estimates in line 3, the parameters necessary for the next iteration are updated based on Equation (7). The algorithm 
repeats lines 3 and 4 until the likelihood obtained by using Equation (5) converges. 

Based on the estimated values for nd  and np of each item, the membership of an item against the query item are 
determined in lines 5 and 6. According to ( , )n i jr  that represents the probability that the n-th item corresponds to the 
case nd i=  and np j=  where 0,1i =  and 0,1j = , the algorithm determines the state of the n-th item to be τ -state, 
if (1,1) (0,0) (1,0) (0,1)n n n nr r r r> + + , and ν -state, otherwise.  

(1,1)nr  is the probability that the n-th item belongs to the target itemset, while (0,0)nr , (1,0)nr , and (0,1)nr  
are the probabilities that the n-th item belongs to one of the other non-relevant itemsets. We compare the 
probabilities in a binary manner so that only when the probability of being in the target itemset is higher than that of 
the other cases, the n-th item is judged to be a member of the target itemset. Finally, the algorithm returns the item 
membership results for the set of items (line 7). 

 
Input: query item q, and set of items, D. 
Output: memberships of items in D against q. 

1:  Initialize the parameters of cf-SIM, Θ , according to q. 

2:  Repeat until the likelihood value of cf-SIM, shown in Equation (5), is converged. 
3:      Estimate the values of each item’s hidden variables, dn and pn, by using Equation (6). 
4:      Update the parameters of cf-SIM based on the estimated values by using Equation (7). 
5:  For each item in D 
6:      Judge its membership to be the target itemset of q if the probability of dn = pn = 1 is  

greater than the other cases. 
7:  Return the memberships of items in D. 

Figure 6: Target itemset retrieval algorithm under cf-SIM. 
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5. Experiments 
5.1. Datasets 

For experimentation, two real-world datasets were used in this research to show the robustness of cf-SIM. 
Dataset I is obtained from an online shopping service, Best Buyer (http://www.bb.co.kr), which is one of the most 
popular price comparison shopping services in Korea and provides itemsets by gathering items from over 140 
distinct online shopping malls. Dataset II is constructed from a popular price comparison service in UK, called 
idealo (http://www.idealo.co.uk), and it consists of items from over 180 distinct online shopping malls. Table 2 
summarizes the datasets involved in the experiments.  

 
Table 2: Statistics of the two datasets considered. 
Attributes Dataset I Dataset II 

The number of items 14,815 22,497 

The number of itemsets 200 189 

The average number of items in an itemset 74 191 

The (min, max) number of items in an itemset (50, 141) (50, 1632) 

The average length of descriptions 612 84 

The average price  32,010 (KRW) 137.521 (Pound) 
 
Since the collected items from these services were  from a number of shopping malls, the datasets can be 

considered to represent a significant portion of items available in the market [Koças 2005].  For each dataset, we 
randomly selected itemsets each of which consists of more than 50 items, and as a result, the total 14,815 items for 
dataset I and 22,497 items for dataset II were used.  

To evaluate the effectiveness of target itemset retrieval tasks, we utilized available itemset membership 
judgment results as follows: For dataset I, we used the results previously made by about 150 human experts for the 
purpose of providing high quality price comparison service. Unfortunately, the quality of itemset membership 
judgments for dataset II is not known, which implies potential errors in the membership labels for the collected 
items in dataset II. We remark that only the information on the query items is utilized during the parameter 
estimation of cf-SIM since the memberships are assumed to be unknown in this paper. The itemset memberships of 
the collected items were used only in the process of evaluating the performances of the proposed model. 

 
5.2. Experiment Settings 

The parameters of cf-SIM, { }11 10 0, ,θ θ θΘ = , as well as the textual description coefficients, ,  0,1i id = , and the 
price coefficients, ,  , 0,1ij i jp = , for each state were estimated as follows. For query item, 

0 0( , )q y= x , the 
parameters for the items in τ -state, 11θ , were set as 0l lxω = , 1,...,l L= , 0yµ = , and σ  to be the standard 
deviation of the prices of the entire items in the dataset. On the other hand, for the parameters for items in ν -state, 

10θ  and 0θ , we randomly set lω  and 'lω  to 0 or 1, and 'µ  was set to be a random value between the maximum and 
minimum of item prices while 'σ  was set in the same way as σ . Moreover, the other parameters, ,  0,1i id = , and 

,  , 0,1ij i jp = , were also set to random values between 0.0 and 1.0.  

We enforced the standard deviations, σ  and 'σ , to have a limiting constant between 0.15 and 0.3 to prevent a 
singularity problem that causes too small variances in a finite mixture model by following the suggestion in 
Reynolds et al. [1995]. To avoid an overflow problem during calculation of probability, we set the minimum 
probability for the textual description of each item that appears in Equations (1) to (4), to be 3082.225− . At each 
iteration of the EM algorithm, the parameters of cf-SIM were estimated by using Equation (A.1) and updated by 
using Equations (C.3) to (C.13) until the difference between the log-likelihood values of two successive EM 
iterations was less than 810− , as proposed by Dempster et al. [1977]. 

For the purpose of comparison, an unsupervised model, named UIM, as well as two semi-supervised models, 
respectively named SIM1 and SIM2, were considered in the experiments. UIM was implemented by adopting k-
means, one of the popular clustering methods successfully applied in various problems such as document clustering 
analysis [Mahdavi et al. 2009], image segmentation [Ng et al. 2006], and outlier detection [Kyung et al. 2007].  
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On the other hand, SIM1 was implemented by use of the constrained k-means, an extended version of k-means 
that utilizes some known membership information on the observations [Basu et al. 2002]. Since there has been no 
semi-supervised method proposed for the shopping itemset construction problem to the best of the authors’ 
knowledge, we employed a semi-supervised support vector machine (SSVM) as SIM2, which is designed to predict 
unknown labels based on a small fraction of labeled observations by using linear kernels [Sindhwani et al. 2006]. 

SSVM is known for its impressive results in many application scenarios involving both textual and non-textual 
features [Hoi et al. 2008; Wang et al. 2010]. Similar to cf-SIM, judgment made by UIM, SIM1, and SIM2 is binary 
since the number of itemsets is assumed to be unknown. For UIM and SIM1, the Euclidean distance was employed 
as a similarity measure between items. For SIM2, we used a semi-supervised SVM library, called SVMlin, which 
bases on a linear kernel and a deterministic annealing method to estimate parameters [Sindhwani 2006]. 

 
Table 3: Confusion matrix presenting the number of items according to their actual and estimated states against a 
query item. 

  Estimated state 

  τ -state ν -state 

Actual 
state 

τ -state TP FN 

ν -state FP TN 

 
For each query item, performances of the itemset retrieval models were measured based on precision and recall 

which are widely adopted metrics to evaluate how precisely a model estimates the actual states of observations in 
many applications including information retrieval, classification, and clustering analysis [Jardine et al. 1971; Modha 
et al. 2003]. Precision represents the fraction of correctly estimated items among the items predicted as τ -state 
whereas recall indicates the fraction of items correctly estimated as τ -state among the entire items in τ -state 
actually. The precision and the recall of a model for a given query item are respectively calculated by using 
Equations (8) and (9), where TP, FN, FP, and TN respectively stand for true positive, false negative, false positive, 
and true negative, as defined in Table 3. 

TPP
TP FP

=
+  (8) 
TPR

TP FN
=

+  (9) 
In addition, we used F1 metric that summarizes the precision and recall into a single measure as their harmonic 

mean [Dai et al. 2013]. The F1 of a model item is obtained as follows. 
2 P RF

P R
× ×

=
+  (10) 

 
5.3. Experiment Results 

Based on the datasets, the effectiveness of cf-SIM was examined in terms of precision, recall, and F1. To show 
the robustness of the proposed model, various configurations regarding the number of items per itemset, denoted as 
K, and the number of itemsets, denoted as M, were investigated, and we have repeatedly carried out the experiments 
by using each of the collected items as a query item. As M becomes bigger, identifying the item states becomes 
more difficult since the larger number of itemsets leads to the larger number of possible distributions for textual 
descriptions and prices of items. 

Before comparing cf-SIM with the others, the effects of individual features were investigated. We denote the 
model that uses only the textual description feature as cf-SIM (T) and the model that utilizes only the price feature as 
cf-SIM (P). Table 4 presents that cf-SIM performed best in terms of precision and F1 for both datasets, followed by 
cf-SIM (T) and cf-SIM (P). While cf-SIM (T) achieved better recall than cf-SIM, it yielded quite low precision, 
resulting in much lower F1 performance than cf-SIM. Moreover, cf-SIM (P) showed the worst performances for all 
the measures considered, suggesting that the price feature alone is not sufficient to judge an itemset. These imply 
that incorporating both of the textual description and price as features is beneficial to enhance the itemset retrieval 
performance. 
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Table 4: Performance comparison results with respect to the features employed by cf-SIM for two datasets. 
Dataset Dataset I Dataset II 

Methods cf-SIM cf-SIM (T)
 

cf-SIM (P)
 

cf-SIM cf-SIM (T)
 

cf-SIM (P)
 

Features Both Textual 
description Price Both Textual 

description Price 

Precision 0.57 0.20 0.19 0.48 0.12 0.51 

Recall 0.77 0.93 0.48 0.89 0.97 0.43 

F1 0.61 0.32 0.10 0.53 0.18 0.13 
 
The graphs in Figures 7 and 8 show the performance comparison results between cf-SIM and the alternatives, 

UIM, SIM1 and SIM2, when M was varied from 10 to 50 with an increment of 10 under K = 50 and K = 100. 
Overall, cf-SIM outperformed the alternatives for most combinations of K and M in terms of F1 across datasets. 
While SIM2 showed better performance than cf-SIM when M = 10 and K = 100 in dataset I, it underperformed 
compared to cf-SIM under the rest of the settings, and its performances tend to rapidly degrade as M increases under 
both K = 50 and K = 100. This indicates that cf-SIM is more robust than SIM2 for the itemset retrieval tasks 
especially in case of dealing with many itemsets.  

Specifically, for dataset I, the average F1 results achieved by cf-SIM, UIM, SIM1, and SIM2 were 0.58, 0.08, 
0.42, and 0.43, respectively. Their respective average precisions were 0.57, 0.05, 0.48, and 0.30 while average 
recalls were 0.78, 0.48, 0.61, and 0.95. For dataset II, the average F1 values by cf-SIM, UIM, SIM1, and SIM2 were 
0.53, 0.08, 0.43, and 0.37, respectively. Their average precisions were 0.66, 0.06, 0.34, and 0.24, respectively while 
average recalls were 0.89, 0.32, 0.84, and 0.99. These suggest that the conditional utilization of the price feature 
depending on each item’s textual description was effective for identifying the itemset memberships. 

In terms of precision, cf-SIM yielded better results than the alternatives for most combinations of K and M. For 
dataset I, cf-SIM outperformed the others except the following cases: (i) M = 50 and K = 50, (ii) M = 10 and K = 100, 
(iii) M = 30 and K = 100, and (iv) M = 50 and K = 100 in which it was outperformed by SIM1. Such unsatisfactory 
results can be attributed to the trade-off relationship between precision and recall [Buckland et al. 1994] since cf-
SIM focuses more on reducing false-negative errors. On the other hand, cf-SIM showed higher precision results than 
the others for all settings in dataset II. The poor precision performances of UIM can be explained by the fact that it 
only tries to cluster items into two itemsets without investigating which itemset represents τ -state as it does not use 
the membership information of a query item for retrieving a target itemset. 

Interestingly, SIM2 outperformed the others in recall while its precision values were quite low across all the 
experiment settings considered. This indicates that SIM2 frequently tends to judge items to be in a target itemset for 
a query item without sufficient evidences. For dataset II, when K = 100, the recall performances of cf-SIM, SIM1, 
and SIM2 were over 0.9. We conjecture that such high recall results achieved for dataset II are attributed to the 
existence of a substantial amount of erroneous items in dataset II whose itemset memberships are misjudged.  

Such incorrect judgments are possibly due to the aforementioned ambiguity problem which induces mistakes in 
determining the itemset memberships of items with similar descriptions during the itemset membership judgment 
process by a human expert or automated program. For an itemset with many incorrectly judged items, the price 
feature of an item loses its discriminant power since it is hard to properly fit the item prices in the itemset to a right 
price distribution, and the itemset construction models will have to determine the itemset memberships only by 
textual description features, resulting in higher recalls than the case of dataset I in which the itemset memberships 
were carefully judged by a number of human experts. 

In addition, we conducted the experiments to show the effectiveness of cf-SIM along with the various prices of 
a query item. As noted in Section 3.1, it becomes more difficult to identify the items in τ -state as price differences 
between the query item and the items in ν -state become smaller. To indicate the price difference between a query 
item and an item to be retrieved, we define the relative location of a query item’s price among those of the items in 
τ -state, denoted as 

0( ) ( )r max y max min= − −  where max and min respectively represent the maximum and the 
minimum prices among the prices of the items in τ -state for the query item. Figures 9 and 10 depict the 
improvement ratios of cf-SIM over the alternatives along with r for two datasets. The improvement ratio was 
calculated as the performance difference between cf-SIM and each alternative over the performance of cf-SIM where 
the performance corresponds to each metric considered. The improvements obtained by cf-SIM became bigger as r 
increased in most cases, implying that cf-SIM is more effective than the others as the price of a query item is located 



Kim et al.: A Conditional Feature Utilization Approach to Itemset Retrieval in Online 
Shopping Services 

 Page 330 

further from the centroid of the item prices of the target itemset. That is, while all the models considered are prone to 
fail to retrieve extremely priced items, cf-SIM worked relatively better in identifying them. 
 

 
 (a) K = 50 

 
 (b) K = 100 

 
Figure 7: Performance comparison results for UIM, SIM, and cf-SIM in terms of precision, recall, and F1 when 

varying M (Dataset I). 
 

 
 (a) K = 50 

 
 (b) K = 100 

 
Figure 8: Performance comparison results for UIM, SIM, and cf-SIM in terms of precision, recall, and F1 when 

varying M (Dataset II). 

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Pr
ec

isi
on

 

 
UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Re
ca

ll

 

 

UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

F1

 

 
UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Pr
ec

isi
on

 

 
UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Re
ca

ll

 

 

UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

F1

 

 
UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Pr
ec

isi
on

 

 
UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Re
ca

ll

 

 

UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

F1

 

 
UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Pr
ec

isi
on

 

 
UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

Re
ca

ll

 

 

UIM
SIM1
SIM2
cf-SIM

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

M

F1

 

 
UIM
SIM1
SIM2
cf-SIM



Journal of Electronic Commerce Research, VOL 15, NO 4, 2014 

 Page 331 

 
Figures 9 (a) and 10 (a) show that cf-SIM performed better than UIM, and the improvements in F1 over UIM 

were greater than 500% for two datasets when averaging on r. Although cf-SIM failed to significantly exceed UIM 
in recall, the improvements over UIM in precision were noticeable. As shown in Figures 9 (b) and 10 (b), cf-SIM 
respectively outperformed SIM1 by 13% and 9% for datasets I and II in terms of F1 when r = 0 while the respective 
improvements were more than 44% and 27% when r = 1.  

Furthermore, Figures 9 (c) and 10 (c) indicate that cf-SIM produced better performances in F1 and precision 
than SIM2 as r increases. The improvements of cf-SIM over SIM2 in F1 respectively were 63% and 25% for 
datasets I and II when averaging on r. Although cf-SIM achieved lower recall than SIM2 as r increases, it resulted in 
much better F1 than SIM2. Compared to other research results that reported 10 to 20% of performance 
improvements based on semi-supervised methods [Beitzel et al. 2005; Wu et al. 2012; Zheng et al. 2013], the 
proposed model appears to have made successful improvements. All the statistical tests were carried out under p-
value < 0.01 of a paired t-test. 

 

 
 (a) UIM (b) SIM1 (c) SIM2 

 
Figure 9: Improvements of cf-SIM over the alternatives (Dataset I). 

 

 
 (a) UIM (b) SIM1 (c) SIM2 

 
Figure 10: Improvements of cf-SIM over the alternatives (Dataset II). 

 
In summary, cf-SIM showed satisfactory itemset construction results consistently for both datasets I and II, 

suggesting its robustness against different datasets. In particular, cf-SIM performed relatively well even with dataset 
II that appears to contain some noisy labels. Moreover, considering the fact that the textual description languages 
and price units were different for datasets I and II, we believe that cf-SIM is a viable method for international 
application. 

Finally, for the five itemsets selected in dataset I (presented in Table 5) we visualized the comparison results for 
the models considered as heat maps that present how a model successfully identified the actual states of items. For 
each itemset, 30 items were randomly selected for this experiment. In Figure 11, the brightness of each cell for a pair 
of items represents the probability of how likely they are in the same state. As shown in Figure 11 (a), UIM failed to 
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correctly retrieve the target itemset for a query item in most cases, and the precision, recall, and F1 of UIM were 
respectively 0.12, 0.43, and 0.18 on the average.  

While SIM1 shows better results than UIM, its performance is still unsatisfactory as shown in Figure 11 (b). 
The precision, recall, and F1 of SIM1 were 0.72, 0.63, and 0.64, respectively. Figure 11 (c) indicates that SIM2 was 
successful in detecting the items for a target itemset but it showed quite poor performances for identifying the items 
that are not in the target itemset, resulting in a large number of false positive errors. The precision, recall, and F1 of 
SIM2 respectively were 0.43, 0.98, and 0.60. Finally, cf-SIM achieved satisfactory results through effectively 
distinguishing the target itemsets for query items as shown in Figure 11 (d). The precision, recall, and F1 of cf-SIM 
were 0.71, 0.78, and 0.76, respectively. 

 
Table 5: Statistics of five example itemsets. 

Name Itemset L 
Price (KRW) 

Min Max Average Standard 
deviation 

SS55 Samsung 3D Smart TV 55' 577 2,290,350 3,011,450 2,633,840 1,92,164 

LS47 LG 3D Smart TV 47' 601 1,288,310 2,167,110 1,505,653 244,793 

LN47 LG 3D TV 47' 553 1,676,950 4,000,000 1,950,369 302,366 

LS42 LG 3D Smart TV 42' 690 930,340 1,520,790 1,099,284 162,346 

SN40 Samsung TV 40' 447 790,000 1,428,330 1,004,933 156,791 

 

 
 (a) UIM (b) SIM1 

 
 (c) SIM2 (d) cf-SIM 

 
Figure 11: Heat maps for the five example itemsets (the boxes indicate the items in correct τ -state for their 

respective itemsets). 
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6. Implications and Limitations 
Through utilizing cf-SIM in practice, service providers are expected to significantly reduce time and cost for 

itemset construction, which leads to better service quality and enhanced customer satisfaction. Since our model does 
not require additional prior information such as the itemset memberships and the predefined number of itemsets, 
more practical deployments of cf-SIM are expected compared to the conventional models. Moreover, based on the 
fact that cf-SIM works well even when the number of available items is limited, it appears to be useful for small and 
medium sized online shopping services. At the same time, customers are likely to be provided with more correct 
itemsets when using cf-SIM, which will contribute to enhancing customer’s trust, eventually promoting more sales. 

Owing to the ability of cf-SIM that retrieves itemsets without relying on the aforementioned additional 
information, the target itemset for a query item can be easily retrieved upon a customer’s request. Furthermore, cf-
SIM can also be used to filter out potential fraud items whose prices are much lower than those of the normal items 
[Kim et al. 2013a] since the target itemset identified by using cf-SIM are not likely to include the items with very 
low prices compared to those of others in the market. As a result, extremely priced items due to the sellers’ pricing 
strategies and promotions are not likely to be included in the retrieved itemset under the proposed framework. 
Nevertheless, when such extreme cases are frequently observed, our model will be able to retrieve such items 
through additional learning of the probability distributions for the items based on those new observations. 

There still exist rooms for further enhancement of the performance of cf-SIM. First, some supplementary 
information can be incorporated to achieve better itemset retrieval results. For instance, information related to 
manufacturers, sellers, and transaction logs that provide valuable evidences for specifying the product types of items 
can be further utilized to improve cf-SIM. Second, through estimating the number of itemsets, cf-SIM will be able to 
infer the item states more sophisticatedly through enriching the parameters. Finally, there is a possibility to better 
retrieve extremely priced non-fraud items through incorporating information obtained from social network services 
in addition to the elementary item features. 

 
7. Conclusions 

In this research, we presented a novel model, cf-SIM, which aims to retrieve target itemsets against a query item 
through conditionally utilizing the price feature of an item to address the ambiguity and indeterminacy problems 
caused by the items with similar textual descriptions and prices. Specifically, we calculated the probability that an 
item is in the target itemset for a query item by using a finite mixture model and proposed a modified version of EM 
algorithm for parameter estimation of cf-SIM. The experiment results based on two real-world datasets show that cf-
SIM performs better than the other alternatives considered. As future work, we plan to explore additional item 
features that can help cf-SIM more precisely estimate the item states, and further enhance the parameter estimation 
process for the proposed model through incorporating prior distributions of textual descriptions and prices. 
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Appendix A: Derivation of the complete data log-likelihood 

 
The complete data log-likelihood function for the proposed model in Equation (5) of the n-th item with two 

hidden variables, nd  and np , is derived by using the conditional density functions shown in Equations (2), (3), and 
(4). The complete data log-likelihood over the entire items and their hidden variables, given the set of parameters of 
cf-SIM, is computed as follows: 

(1 ) (1 )
0 10

0

0

0

11
0

ln ( , , | ) ln ( , , , | )

ln Pr( ) Pr( | ) ( , | , , )

ln ( , | )

ln [ ( , | )] [ ( , | )] [

(1 )

( , |

ln

)]

ln ln

n n n n

n n n n n n n

i ij n n ij

i i j ij
i ij n n n n n n

N

n
N

i

N

i

n

j

n

N

n

f I D P f y d i p j

d i p j d i f y d i p j

f y

f y f y

i

y f

d p θ

d p θ θ θ

d p

=

=

=

=

− −

= = =

= = = = = =

=

=

=

Θ Θ

+ +

Θ

−

∏

∏

∑

∑

x

x

x

x x x

( )110 10

2
(1 )

2

2
(1

0

1

)

1

( , | ) ( , | ) ( , | )

( )1ln ln ( ) (1 ) exp
2

( )

(1 ) ln ln

(1 ) ln
2

(1 1( ) (1) l xpn ) e
22

nl nl

nl nl

n n n n n n

x x n
i ij l l

x x

N

n

L

l l

l

L

l

n

j ij

i

f y i f y y

y

j

f

y
i

θ θ θ

µ
d p ω ω

σσ p

µ
ω ω

σ p

=

=

=

−

−

+ +

  − 
+ + − −   

     

− 
= + − − 



−

′
′ ′−

′′

′
−

′′

∑

∏

∏

x x x

2

2
(1 )

2

0

1

ln
( )1( ) (1 ) ex

22
pnl nlx

N

n

L

l

x n
l lij

y

σ

µ
ω ω

σσ p

=

−

=

 
 
 
 

   
       

   −  + − −          

∑

∏

 (A.1) 

where 0x  and 0y  respectively are an L-dimensional vector of term appearances and a price of a given query item, 
and 11 10 0{ }, ,θ θ θΘ =  is a set of parameters.  

We remark that we do not need to consider relative weighting between the probabilities pertaining to textual 
relevance and price relevance, since they are separately marginalized and then multiplied, as shown in Equations 
(C.3) through (C.12). 

 
Appendix B: Parameter estimation in the expectation step 

 
The state probability for the n-th item at the m-th EM iteration is computed with fixed ( )mΘ  by using the 

responsibility function presented in Equation (B.1). 
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where the probability that the n-th item is in ν -state is summation of ( ) (0,0)m
nr , ( ) (0,1)m

nr , and ( ) (1,0)m
nr , while τ

-state probability for the item is ( ) (1,1)m
nr . 
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Appendix C: Parameter estimation in the maximization step 
 

While fixing ( ) ( , )m
n i jr , , 0,1i j = , by using Equation (B.1), the updated parameters of cf-SIM for the (m+1)-th 

EM iteration are obtained as follows: 
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where ( )( ), mQ Θ Θ  is the expected value of the complete data log-likelihood shown in Equation (A.1), given the 
estimated parameters at the m-th EM iteration, and it is computed as follows: 

{ }( ) (
1 1

0

)

0 0
( ) ( , ) ln ( , , ), , |m m

n n n

N

n i j
n nQ i j f y d i p jr

= = =

= Θ=Θ Θ =∑∑∑ x  (C.2) 

The parameters of cf-SIM, 11θ , 10θ ,and 0θ , are calculated as follows. First, the set of parameters at the m-th EM 
iteration, ( +1)

11
mθ , for the items in τ -state for a query item, 0 0( , )yx , is estimated as: 
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Second, the set of parameters at the m-th EM iteration, ( +1)
10

mθ , for the items in ν -state such that their 
descriptions are similar to that of the query item but their price distributions differ from that of the query item, is 
estimated as:  
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Next, at the m-th iteration of EM algorithm, the set of parameters, ( +1)
0

mθ , for the items in ν -state such that 
their descriptions are not similar to that of the query item, is estimated as: 

�

( )
1 1 1

0 0 0 0 0
1 1 1

( )

( 1)

( ) (

0 0 0 0 0

)

( , )(1 ) (0, )

( , )(1 ) (0, )

N
m m

n nl n nl
m

l
m m

n n

N

n i j n j
N N

n i j n j

i j i x j x

i j i j

r r
ω

r r

= = = = =

= = = = =

+
−

= =′
−

∑∑∑ ∑∑

∑∑∑ ∑∑
 (C.9) 



Kim et al.: A Conditional Feature Utilization Approach to Itemset Retrieval in Online 
Shopping Services 

 Page 338 

�

1 1 1

0 0 0 0 0
1 1 1

0 0 0 0 0

( ) ( )

( 1)

( ) ( )

( , )(1 ) (0, )

( , )(1 ) (0, )

N N

n i j n j
N N

n

m m

i j n

n n

m
n

j

n n
m

m
n

i yj i j

i j i j

yr r
µ

r r

= = = = =

= = = = =

+
−

= =′
−

∑∑∑ ∑∑

∑∑∑ ∑∑
 (C.10) 

�

( ) ( ) 2 ( )
1 1 1

0 0 0 0 0
1 1 1

0

( ) 2

(

0

1)

(

0

)

0 0

) (

( , )(1 ) (0, )

( , )(

(

1 ) 0, )

) (

(

)m m m m
n n

N N

n i j n j
N N

n i j n

n n
m

m m
n n

j

i j i j

i j i

y y

j

r µ r µ
σ

r r

= = = = =

= = = = =

+
− ′ ′

′
− −

= =
−

∑∑∑ ∑∑

∑∑∑ ∑∑
 (C.11) 

Lastly, the textual description coefficient and the price coefficient are estimated as: 
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