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ABSTRACT 

 

Artificial intelligence (AI)-based medical consultation, an emerging health service delivered on digital platforms, 

has been widely applied on major medical platforms. How to encourage users’ information participation is a key issue 

for AI-based medical consultation platforms to succeed. A research framework is developed which applies the privacy 

calculus theory and trust and includes gender differences to the prediction of information participation behavior in the 

medical consultation context. The suggested hypotheses are confirmed using a structural equation modeling approach 

and a multi-group investigation employing empirical data from 470 users. The empirical results indicate that there are 

significant positive relationships between perceived information control and perceived benefits, between perceived 

benefits and trust, and between trust and information participation behavior, while negative relationships are found 

between perceived information control and perceived risks, between perceived risks and perceived benefits/trust. 

Further, the relationships between privacy calculus and trust are contingent on gender. Specifically, females are more 

sensitive to perceived risks, whereas males pay more attention to perceived benefits. Theoretical, practical 

implications and limitations are also discussed.  

 

Keywords: AI-based medical consultation; Privacy calculus; Information participation; Trust; Gender 

 

1. Introduction 

With the rapid development of artificial intelligence (AI), AI-based service provides unprecedented opportunities 

to improve service quality and customer interactions in various settings, such as hospitality and tourism ( Li et al., 

2021), public service delivery (Chen et al., 2021), ridesharing (Cheng et al., 2021), e-commerce (Adam et al., 2021) , 

and medical and healthcare (Kang et al., 2023). In the medical and healthcare setting, AI-based medical consultation, 

an emerging health self-service delivered on digital platforms where AI independently completes online consultation, 

answers questions and uses databases for case analysis, etc., is widely applied, such as eye diseases (Ćirković, 2020), 

leprosies (DeSouza et al., 2021), and general symptoms (Meyer et al., 2020; Miller et al., 2020). During the COVID-

19 pandemic, around 15% of patients in China used online medical consultation platforms for healthcare information 

seeking, diagnosis, and treatment (Liu et al., 2020). Meyer et al. (2020) found that 91% of U.S. users were willing to 

accept AI-assisted symptom assessor (e.g., Isabel Symptom Checker). AI-based medical consultation apps (e.g., Ada, 

K Health, and HealthTap) have been downloaded from the Google Play Store more than one million times since the 

release (You and Gui, 2020). 
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A significant issue facing AI-based medical consultation platforms is how to encourage users to provide personal 

health-related information, that is, information participation behavior. Information participation behavior refers to the 

degree of information interaction with the platform, including providing, posting and giving responses to the platform 

(Kamboj and Rahman, 2017). The provision and collection of personal information will inevitably increase users’ 

concerns about privacy loss  (Guo et al., 2016), especially in the medical consultation context, personal health 

information is particularly prominent. For example, personal health information can be used for marketing purposes 

without authorization. Granting employers and insurance companies access to health information can lead to 

discrimination. Disclosure of sensitive health information (e.g., genetics, domestic violence, substance abuse, mental 

health, and sexually transmitted disease) can lead to social stigma. Health information privacy concerns arise when 

individuals are required to provide sufficient personal health information to obtain the benefits of utilizing AI-based 

medical consultation. These concerns can even cause individuals to refuse to provide information to AI-based medical 

consultation platforms and decline healthcare services from AI-based medical consultation platforms. Therefore, it is 

becoming increasingly important to investigate the underlying drivers of AI-based medical consultation users’ 

information participation behaviors and privacy concerns. Despite the high service efficiency of AI technology in 

service industries (Duan et al., 2019), many users remain hesitant to embrace AI technology because they are 

concerned about the loss of privacy (Liu and Tao, 2022) and trust human judgment more than AI algorithms (Longoni 

et al., 2019).  

Privacy calculus theory has been widely used by prior studies to understand individuals’ information participation 

behavior in different contexts, including social networking sites (Min and Kim, 2015; Sun et al., 2021), sharing 

economy platforms (Cheng et al., 2021), and location-based services (Xu et al., 2009; Yun et al., 2013). It contends 

that individuals deal with the tradeoff between perceived benefits and perceived risks before disclosing personal 

information (Xu et al., 2009). In the AI-based medical consultation context, the information privacy dilemma has its 

uniqueness. On the one hand, health information disclosed in medical consultation is more sensitive than other forms 

of information (e.g., demographic profiles, purchase history information). Considerable sensitive information can 

increase the perceived risks and lower the intentions to disclose (Phelps et al., 2000). On the other hand, AI 

technologies have powerful automated ability to collect, analyze, and track personal information. For example, they 

can collect information from text, voice, tone, image, and etc. Such automated information collection may undermine 

individuals’ privacy perception and participative behavior  (Cheng et al., 2021). Individuals benefit from participating 

in AI-based medical consultation by obtaining health support rather than monetary rewards or enjoyment. Thus, a 

further examination of benefit-risk calculus and their relationships with information participation in the AI-based 

medical consultation context is required. In addition, as perceived information control allows users to govern how 

their personal information is gathered and handled and plays an important role in the process of privacy calculus 

(Cheng et al., 2021), we also consider perceived information control to investigate further its effects on the calculus 

of these net benefits. 

Trust in AI-based medical consultation platforms may be a key factor in relation to privacy calculus and 

information participation behavior. Trust as a central mechanism is beneficial for explaining the relationship between 

individuals’ beliefs and behavior (Lee and See, 2004). Sarkar et al. (2020) found that both perceived usefulness and 

ease of use were significant antecedents of trust, whereas user satisfaction and behavioral intention were consequences 

of trust. In the study of doctor-patient relationship, trust is considered an important factor affecting the doctor-patient 

relationship (Koirala, 2020; Lan and Yan, 2017). In addition, previous literature has indicated that the importance of 

trust becomes more apparent because humans have increasingly relied on technology (Ejdys, 2018). Trust in AI 

context involves trusting the intentions of AI and its processes (Ameen et al., 2021), which is highly uncertain since 

it is expected to learn, understand, adapt, and evolve (Kaplan and Haenlein, 2019). Trust is formed and modified 

within the medical consultation context and influenced by users’ benefit-risk calculus, which then influences user’s 

information participation. Thus, integrating trust with the privacy calculus to explain individuals’ information 

participation is essential to obtain a more comprehensive insight into information participation in AI-based medical 

consultation. 

Additionally, besides understanding the privacy calculus and trust during the information participation in the 

context of AI-based medical consultation, we are also interested in the individual differences in this process. While 

individual differences may come from many aspects, such as demographics and prior usage experiences (Bostrom et 

al., 1990), this study focuses on gender differences for three reasons. First, gender difference is one of the most 

fundamental differences among individuals, as male and female have different decision-making processes (Lin and 

Wang, 2020). Males and females play different social roles affecting their social behavior due to different societal and 

cultural expectations (Archer, 1996). Different social roles are likely to lead to behavioral differences between genders 

in various environments such as SNSs (Lin and Wang, 2020), smartphone security behavior (Ameen et al., 2019), and 

location-based services (Y. Li et al., 2021). Second, in the field of privacy concern and behavior, the finding of gender 
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differences is mixed, with several studies reporting stronger privacy concerns in female (e.g., Shepherd, 2016; 

Thelwall and Vis, 2017), some studies showing no gender difference (Tufekci, 2007), and others showing stronger 

male privacy concerns (e.g., Dhir et al., 2016; Huang et al., 2018) . Thus, gender differences in the AI-based medical 

consultation context warrant further examination. Third, understanding gender differences is also of practical 

significance because gender information is easily identifiable and accessible in such a way that practitioners can 

effectively manage gender segments using different marketing strategies. 

In summary, the current study’s objective is to examine the role of trust in affecting individuals’ information 

participation behavior by mediating the effects of privacy-related antecedent in the AI-based medical consultation 

context. Hence, we focus on the following three research questions: (1) how do perceived information control, benefits, 

and risks influence users’ trust? (2) does trust influence information participation behavior? and (3) do these 

relationships in questions 1 and 2 vary across genders? To answer our research questions, a quantitative study 

including structural equation modeling (PLS-SEM) and multi-group analysis was conducted.  

The rest of this paper is organized as follows. In the next section, we will review related literature about privacy 

calculus theory, trust and gender, and present the research model and hypotheses. Following that, the research 

methodology, sample, and data collection are explained in Section 3, which is followed by the data analysis and results 

in Section 4. Conclusion, theoretical and practical implications, and limitations and future research are shown in 

Section 5. 

 

2. Literature Review and Research Hypotheses 

2.1 Privacy Calculus Theory 

Privacy is considered increasingly important for individuals, yet they can disclose certain degrees of personal 

information in specific contexts. For example, a user discloses her/his location information to gain social benefits and 

receive real-time rewards, such as traffic information, finding friends, obtaining discount coupons, or playing location-

related games (Koohikamali et al., 2015; Xu et al., 2011). Similarly, to acquire timely and accurate assessment from 

the doctor during medical consultation, patients are willing to provide sufficient information regarding their health 

condition and past medical history (Jiang et al., 2021).  

Privacy calculus theory explains how individuals deal with the tradeoff between perceived benefits and risks 

before disclosing personal information (Xu et al., 2009). Privacy calculus theory evolved from behavioral calculus 

proposed by Laufer and Wolfe (1977), who believed that the intention to disclose personal information was based on 

rational risk-benefit calculation. This model assumed that individuals could have a strong awareness of the costs and 

benefits of information disclosure at the same time, and the loss of privacy in information disclosure was acceptable 

when certain benefits were ensured and the risks were moderate. Hew et al. (2016) found that although users showed 

concern for privacy, they did not stop using such services continuously, which means there is a gap between users' 

privacy attitudes and their privacy behaviors, which is known as the "privacy paradox" phenomenon (Dinev and Hart, 

2006). Some scholars have applied privacy calculus theory to explore the phenomenon of privacy paradox in social 

networks (Dienlin and Metzger, 2016), mobile applications (Wang et al., 2016)  and e-commerce (Zhu et al., 2017). 

Culnan and Armstrong (1999) found that when users considered whether to provide personal information to service 

providers, they would weigh the advantages and disadvantages of privacy disclosure. When users felt that the benefits 

of privacy disclosure outweighed the risks, privacy paradox would occur. Dienlin and Trepte (2015) regarded user's 

privacy attitude as the main influencing factor of privacy paradox behavior. Kokolakis (2017) reviewed the research 

literature on privacy paradox and used different research results to confirm and explain the existence of privacy 

paradox with different backgrounds and different concepts. In the field of healthcare, Zhu et al. (2021) pointed out 

that in the mobile health scenario, perceived income had a greater impact on disclosure intention than privacy concerns. 

Furlong (1998) found that patients who previously did not provide clinical data changed their attitudes after seeing 

authoritative explanations, suggesting that authoritative explanations and trust can improve patients' willingness to 

disclose privacy. Lee and Kwon (2015) studied the influence of mobile health medical users' personal characteristics 

on the privacy paradox. 

Specifically, individuals behave as though performing a risk-benefit analysis in assessing the outcomes they will 

receive from providing personal information to healthcare service providers. Perceived benefits refer to the perception 

of value derived from information disclosure, including direct and tangible benefits (e.g., saving cost and time) and 

intangible benefits that are difficult to measure (e.g., obtaining personalized services) (Alam et al., 2020). In this study, 

perceived benefits mainly refer to obtaining convenient services and accurate diagnosis by providing personal health 

information to the AI-based medical consultation platform. Perceived risk refers to the potential loss or danger from 

releasing personal information (Lee et al., 2014). For example, the disclosure of personal information may lead to 

financial or personal security risks (Chiu et al., 2014). We focus on the privacy risks, that is, potential loss of control 

over personal information (Featherman and Pavlou, 2003). It mainly shows that personal health information is 
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accessed and used without users’ permission or knowledge when using the AI-based medical consultation platform. 

From a specific context, individuals usually weigh both costs and benefits before deciding to disclose information 

(Dinev and Hart, 2005). Applying the privacy calculus theory to AI-based medical consultation suggests that users 

can rationally evaluate the perceived benefits and risks before deciding whether they will provide their health-related 

information. 

Perceived information control plays an important role in privacy calculus. In the context of psychology, it refers 

to an individual’s perception of the ability to control how personal information is collected, released, and disseminated 

(Xu et al., 2011). Informational control includes information gathering and handling controls, respectively (Alge et 

al., 2006). Specific to the AI-based medical consultation platform, perceived information control is defined as the 

extent to which an individual feels that AI-based medical consultation platform allows that individual to control the 

use of information through privacy settings in this study. Perceptual information control is an effective mechanism 

for enhancing positive feelings and reducing negative feelings (Cheng et al., 2021). 

Studies have found that the higher the user’s perception of information control, the more transparency there is in 

user data collection and use (Xu et al., 2011). On a consultation platform, when individuals feel that they can control 

their personal information, they are less concerned about the collection of their data and show a more positive attitude 

toward the disclosure of personal information (Hajli and Lin, 2016). Princi and Krämer (2020) found that perceived 

control of private data led to a higher perception of benefits. Especially in healthcare, this emphasizes the necessity of 

interventions (Princi and Krämer, 2020). With a high level of information control, individuals have lower perceived 

uncertainty (Lee et al., 2013). According to prior research, lower uncertainty surrounding context induces social 

attraction (Antheunis et al., 2010). It is highly probable that users feel more advantageous by sharing information with 

socially attractive people and expect a higher probability of feedback by sharing their health information. Thus, we 

hypothesize that: 

H1: Perceived information control has a significant positive effect on perceived benefits of information 

participation.  

Similarly, perceived information control reduces the perceived risks of disclosing individual health-related 

information, encouraging users to disclose their information. Perceived information control could effectively reduce 

privacy concerns (Xu et al., 2012), perceived uncertainty, and privacy invasion (Cheng et al., 2021), thereby positively 

affecting users’ behavior at work (Alge et al., 2006). To reduce perceived risks, individuals adjust access visibility 

settings, friend settings, etc., to control what information is disclosed and shared and with whom (Belli et al., 2017). 

We hypothesize the following: 

H2: Perceived information control has a significant negative effect on perceived risks of information participation. 

Previous studies have shown that personalized information and services have serious privacy risks and affect 

users’ perception of benefits (Kobsa, 2007). Due to risk aversion, the higher the perceived risk, the lower the user’s 

attention and sensitivity to benefits (Chiu et al., 2014). In healthcare platforms, improper handling of user data and 

other personal health-related information can lead to loss of privacy. From the privacy calculus theory and when 

dealing with privacy issues, individuals perform a risk-benefit analysis of all factors related to a particular information 

disclosure situation to assess privacy concerns (Xu et al., 2011). Therefore, high perceived risk reduces perceived 

benefits. Generally, we can reasonably expect that the net benefit of users using intelligent consulting platforms is 

generated by the perceived benefit minus the perceived risk. From these conclusions, this paper proposes hypothesis: 

H3: Perceived risks of information participation have a significant negative effect on perceived benefits of 

information participation. 

2.2 Mediation Role of Trust 

Trust plays a crucial role in promoting consumers’ willingness to use, and this conclusion has been verified in 

management (Mayer et al., 1995), marketing (Morgan and Hunt, 1994), information systems (Hong et al., 2008), and 

online transactions (Hong and Ilyoo, 2015; Lee et al., 2021). Trust refers to the willingness of a party to be vulnerable 

to the actions of another party by expecting that the other party performs a particular action important to the trustor, 

irrespective of monitoring or control (Mayer et al., 1995). Morgan and Hunt (1994) pointed out that trust was an 

important factor in developing high-quality relationships. 

In healthcare service, previous studies have highlighted the link between cognitive and emotional trust and 

individual behavior. Trust has been identified as the key to predicting user intentions to adopt and use behavior. Guo 

et al. (2016) pointed out that trust reduced individuals’ privacy concerns and increased their willingness to adopt a 

platform. Zhao et al. (2018) stated that trust significantly impacted users’ behavioral intentions toward mobile health 

services. Fox and Connolly (2018) found that trust alleviated elderly users’ concerns about information privacy and 

increased their willingness to adopt m-Health. Akter et al. (2011) examined the impact of trustworthiness on 

continuance intention in m-Health information services. 
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Existing literature shows that trust is particularly important in the early stages of the human-AI relationship 

(Gursoy et al., 2019) and has been widely discussed in human-computer interaction (Hwang, 2009; Lee and See, 2004). 

In AI-based medical consultation, trust is seen as having confidence in an intelligent consultation platform. In this 

research context, trust in the AI-based medical consultation platform refers to the users’ perceptions that the platforms 

of medical consultation are trustworthy and will not misuse their data.  

2.2.1 Antecedents of Trust 

With greater benefits of using AI-based medical consultation, users may trust the platform and give a better 

representation of their needs. Previous studies have also examined the linkage between perceived benefits and trust 

(Park et al., 2019). Moreover, Guo et al. (2016) pointed out that if a company were to provide more benefits, consumers 

would have an impression of a capable company, which would then increase their trust in it. Similarly, we argue that 

perceived benefits of AI services influence the way the medical consultation platform is trusted. If there are more 

perceived benefits from using AI-based consultation service, then it is more likely that the satisfied user will trust the 

medical consultation platform to deliver good privacy protection services. Based on the abovementioned arguments, 

we propose: 

H4: Perceived benefit of information participation has a significant positive effect on trust in AI-based medical 

consultation. 

When users perceive physical, psychological, privacy, functional, social, and financial risks in AI-based medical 

consultation, they choose to distrust the platform and its services to avoid losses and protect their interests, which is 

an instinct of users. This means that perceived risk negatively influences perceived trust (Yang et al., 2015). Risks 

concerning privacy, security, product price, and customer service are trust-related factors, the less of which will 

promote more trust in e-shopping (Kim and Benbasat, 2006). Perceived privacy risk also has negative impacts on trust 

in e-transactions (Dinev and Hart, 2006). Therefore, this study puts forward the hypothesis: 

H5: Perceived risks of information participation have a significant negative effect on trust in AI-based medical 

consultation. 

2.2.2 Consequence of Trust 

Information participation behavior in this research context refers to the extent to which users interact with 

platforms on relevant health information in the process of AI-based medical consultation, including providing, posting 

and giving responses. Trust is the most critical factor in promoting positive attitudes toward AVs (Zhang et al., 2019) 

and predicting users’ acceptance behavior of various information systems, including e-commerce (Gefen et al., 2003), 

educational software (Ejdys, 2018), e-government (Shareef et al., 2011), and health information systems (Andrews et 

al., 2014). Furthermore, it has been mentioned as an important antecedent that influences consumer acceptance of AI-

supported services (Ostrom et al., 2019). It indicates that potential consumers must engender trust to overcome risk 

and uncertainty perceptions and subsequently use these AI-supported services (Zhang et al., 2019). However, the role 

of trust in AI-based medical consultation has yet been determined. Therefore, we propose the following: 

H6: Trust has a significant positive effect on information participation behavior in AI-based medical consultation. 

2.3 The Moderating Role of Gender 

Previous studies have found that gender, one of the most basic individual characteristics, significantly affects 

different decision-making processes of males and females (Zhou et al., 2014). From the social role theory, males and 

females play different social roles due to different social and cultural expectations, which affect their social behavior 

(Archer, 1996). Many research results in different backgrounds have shown the impact of gender differences on user 

behavior, such as information disclosure behavior in LBS behavior (Y. Li et al., 2021), continuous use behavior of 

Facebook (Lin and Wang, 2020), online purchase behavior (Wang and Chou, 2014; Zhang et al., 2021), mobile 

payment (Wang et al., 2022), and computer security behavior (Verkijika, 2019). 

The issue of gender differences has attracted widespread attention in research on the cognition, acceptance, and 

adoption of AI-based products. However, the results of the different studies are completely inconsistent (Cirillo et al., 

2020; Kassens-Noor et al., 2021). For example, Xiang et al. (2020) found that males and females had different 

acceptances of medical AI, and female participants had significantly lower knowledge of AI than male participants 

(Diaz et al., 2021). The same conclusion is found in studies on automatic driving, which claim that men are more 

likely to accept automatic driving technology than females and are less concerned about the negative effects associated 

with autonomous driving (Cunningham et al., 2019). Gallimore et al. (2019) studied gender differences in the use of 

automated robots and found that compared with males, females had higher trust in robots. The same conclusion is 

found in discussing AI in the development of smart cities; the impact of AI on the development of smart cities is more 

important to females. Furthermore, studies have found gender differences in adopting medical technology, with widely 

differing conclusions. For example, Balapour et al. (2019) found that gender had no significant effect on the 

willingness to adopt mobile medical apps. However, Zhang et al. (2014) found that gender adjusted the impact of 

various factors in threat and response assessment on attitudes toward using m-health to varying degrees. Females 
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perceived susceptibility and severity have a more positive impact on attitudes than males, so they are more likely to 

use m-health to ensure their health. However, Alam et al. (2020) found that compared with women, men showed a 

stronger willingness to adopt mobile devices. Based on the above analysis, we have reason to believe that gender 

differences also exist in AI-based medical consultation. 

Therefore, we propose as follows: 

H7: Gender moderates the relationship between perceived information control and benefits of information 

participation. 

H8: Gender moderates the relationship between perceived information control and risks of information 

participation. 

H9: Gender moderates the relationship between perceived benefits and risks of information participation. 

H10: Gender moderates the relationship between perceived benefits of information participation and trust in AI-

based medical consultation. 

H11: Gender moderates the relationship between perceived risks of information participation and trust in AI-

based medical consultation. 

H12: Gender moderates the relationship between trust in AI-based medical consultation and information 

participation. 

Figure 1 shows the research model of this study. Age, income, education, and experience are control variables in 

the model. 

 

 
Figure 1: Research Model 

 

3. Research Methodology 

3.1 Measurements 

The measurement items were derived from previous studies and adjusted appropriately for the context of this 

study. These items were measured using 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). 

The measures for dependent variable information participation intention were adapted from Kamboj and Rahman 

(2017); the measures for perceptual information control were adapted from Alge et al. (2006); the measures for 

perceived benefit were adapted from Davis (1989); the measures for perceived risks were adapted from Cheng et al. 

(2021); while the measures for trust were adapted from Kankanhalli et al. (2005). Then the measurements were 

translated, in parallel, into Chinese by two groups of Ph.D students majoring in IS. Subsequently, they were asked to 

discuss their translations simultaneously, item by item, to ensure the quality of the Chinese questionnaire. Based on 

their feedback, we adjusted the questionnaire. The operationalization and sources of the scale items are shown in Table 

1.  

The research questionnaire was divided into three parts: the first part showed the identity information of the 

investigator, the definition of the survey subject, and the survey purpose; the second part measured participant’s 

demographic information, including gender, age, education level, occupation, monthly income, and experience in AI-

assisted medical consultation; the third part included items measuring constructs in the proposed research model, 

including perceived control, perceived benefits, perceived risks, trust, and information participation.   
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Table 1: Measurement of Constructs 

Constructs  Items Source 

Perceptual 

information 

control 

(PIC) 

PIC1 
On an intelligent consultation platform, I can control who reads my 

personal information 

Alge et al. 

(2006) 
PIC2 

The intelligent consultation platform allows me to decide how to 

release my personal information to others 

PIC3 
On an intelligent consultation platform, I determine how the 

platform uses my personal information 

Perceived 

benefits 

(PB) 

PB1 
Using AI technology to collect information can improve the quality 

of intelligent consultation services 
Davis 

(1989) PB2 
Using AI technology to collect information can improve the 

efficiency of intelligent consultation services 

PB3 I think information gathering based on AI technology is useful 

Perceived 

risk (PR) 

PR1 
Providing identification information based on AI technology would 

make my identification information to be used illegally 

Cheng et al. 

(2021) 
PR2 

Someone would use my identity for illegal purposes if I provide my 

identification information based on AI technology 

PR3 
The identity information I provide based on AI technology could 

lead to unauthorized access to my bank or credit card account 

Trust 

(TRU) 

TRU1 

I think the intelligent consultation platform can fulfill its promise, 

abide by the privacy protection policy, and keep my health 

information confidential 
Kankanhalli 

et al. (2005) TRU2 
I think the intelligent consultation platform can make reasonable and 

appropriate use of my personal information 

TRU3 I think the intelligent consultation platform is trustworthy 

Information 

participation 

behavior  

(IPB) 

IPB1 
I frequently provide my personal health information to the intelligent 

consultation platform Kamboj 

and 

Rahman 

(2017) 

IPB2 
I often provide useful health information to other users on the 

intelligent consultation platform 

IPB3 
I often post and provide responses on the intelligent consultation 

platform 

 

3.2 Data Collection 

We used Sojump (http://www.sojump.com), an established Chinese website providing online survey services (Y. 

Li et al., 2021; Zhang et al., 2017), to collect data. The questionnaire was sent to users of AI-based medical consultation 

platforms, such as “Ali health,” “Ping An Health,” “Xuexi Qiangguo,” and “Chunyu Doctor”. AI-based medical 

consultation takes the medical knowledge map as its core and simulates the real doctor-patient interaction process. 

Patients complete the consultation through human-computer interaction on the mobile phone or PC. Through 

intelligent interactive consultation, the AI-based consultation platform will automatically collect and comprehensively 

analyze patients' symptoms, signs, medical history and other information, and finally generate a diagnosis report, such 

as predicting disease for self-consultation or recommending doctors for consultation, for the patient's reference. Figure 

2 shows an example of a user consulting Ali health’s Quark AI for a headache. 
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Figure 2: An Example of Consultation between the User and Quark AI 

 

The data collection process took place in October 2021. Before filling out the questionnaires, subjects were 

introduced to AI-based medical consultation (i.e., the definition of AI-based medical consultation and its functions), 

and some AI-based medical consultation pictures were shown to ensure that respondents had some understanding of 

the AI-based medical consultation. To ensure that only respondents who had used AI-based medical consultation were 

included, we put a pre-screening question to ask them if they had used AI-based medical consultation. Only those who 

answered “yes” were asked to continue with the questionnaire.  In total, 494 responses were received, all of which had 

unique IP addresses and information about submission time. Invalid questionnaires were removed using the following 

criteria: (1) The respondents gave the same answers to all questions (e.g., all 1 or all 5); and (2) The respondents 

completed the questionnaire in less than 100 s or more than 60 min, as suggested in the previous research (Chen and 

Zahedi, 2016). The final survey sample consisted of 470 responses. The subjects’ demographic characteristics are 

shown in Table 2. 

 

Table 2: Sample Descriptive Statistics 

Characteristic Frequency Percentage (%) 

Gender 
Male 194 41.28 

Female 276 58.72 

Age 

Less than 18 19 4.04 

18–30 yr old 289 61.49 

31–40 yr old 133 18.3 

41–50 yr old 22 4.86 

More than 51 yr old 7 1.49 

Education level 
High school or less 31 6.6 

College  43 9.15 
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Bachelor’s degree  341 72.55  

Master’s and PhD 55 11.70  

Monthly income 

(RMB) 

2000 and below  89 18.94  

2001–4000 92 19.57  

4001–6000 189 40.21  

6001 and above 100 21.28  

 

4. Analysis and Results 

A two-step process was used to analyze the collected data. First, we evaluated the measurement model by 

verifying its reliability, convergent, and discriminant validities. Second, we used SmartPLS 3.0 to examine the strength 

and direction of the relationships between constructs. SmartPLS 3.0 was used to analyze the data for the following 

reasons: first, PLS-SEM is a second-generation technique that can model relationships among multiple predictors and 

dependent variables (Chin, 1998). Particularly, it can simultaneously measure the reliability and validity of the 

constructs (by estimating loadings) and the causal relationships among constructs (Fornell and Bookstein, 1982). 

Additionally, PLS-SEM does not impose strict requirements of multigroup normality and asymptotic assumption in 

relative to the conventional CB-SEM (Hair et al., 2017), as is the case in this study. Here, a comparison needs to be 

conducted between the male and female groups.  

4.1 Common Method Deviation Test 

Harman’s (1976) single-factor test method was adopted to test the common method variance (CMV). This test 

involves an exploratory factor analysis of all items to determine whether most of the variance can be explained by a 

general factor (Podsakoff and Organ, 1986). The factor analysis results showed that five factors with eigenvalues 

greater than 1 were precipitated when there was no rotation, and the first factor had a variance explanation rate of 

30.61%. A judgment criterion of less than 40% indicates that no serious common method bias in the data was recorded 

(Podsakoff and Organ, 1986). 

4.2 Measurement Model Analysis 

We used several criteria (such as reliability, convergent validity, and discriminant validity) to evaluate the 

measurement model. Reliability can be observed through Cronbach’s alpha and composite reliability (CR). Table 3 

shows that Cronbach’s α coefficients of most constructs are greater than 0.7, except for perceived benefits of 0.602, 

which remains within the acceptable range. CR value obtained was greater than 0.789. This implies that the 

measurement model is adequately reliable (Fornell and Larcker, 1981). Table 3 shows that all item loadings were 

greater than 0.70, and average variance extracted (AVE) was greater than 0.555, indicating that the measurement 

model has good convergence validity. Furthermore, we also compared the square of AVE with the correlations among 

latent variables (as reported in Table 3). The square values of AVE were greater than the pairwise correlations, 

indicating that the measurement model has sufficient discriminant validity (Gefen and Straub, 2005).  Also, 

discriminant validity is established since the heterotrait-monotrait ratio (HTMT) pairs of latent variables are all below 

the threshold of 0.85 (Henseler et al., 2015) (see Table 4). 

 

Table 3: Construct Reliability and Validity for the Full Sample (N = 470) 

 Cronbach’ 

alpha 
CR AVE PIC PB PR Trust IP 

Perceived information 

control (PIC) 
0.803 0.878 0.707 0.841     

Perceived benefits (PB) 0.602 0.789 0.555 0.153 0.745    

Perceived risk (PR) 0.854 0.911 0.773 −0.129 −0.276 0.879   

Trust 0.741 0.853 0.659 0.392 0.487 −0.437 0.812  

Information participation 

behavior (IPB) 
0.706 0.834 0.627 0.332 0.295 −0.215 0.491 0.792 

Factor loading range 
0.781–

0.850 

0.712–

0.772 

0.857–

0.889 

0.768–

0.853 

0.760–

0.837 

Note: Bold diagonal numbers are the square roots of AVE, and the non-diagonal numbers are the correlation 

coefficients between the dimensions. 
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Table 4: HTMT Ratio of Correlations 

Constructs PIC PB PR Trust 

Perceived information control (PIC)     

Perceived benefits (PB) 0.208    

Perceived risk (PR) 0.142 0.373   

Trust 0.507 0.724 0.539  

Information participation behavior 

(IPB) 
0.459 0.447 0.258 0.659 

 

4.3 Structural Model Analysis for the Full Sample 

A bootstrap algorithm was used to test the significance of the path coefficient of the structural equation and 

explanatory power (Sia et al., 2009). The test results, as shown in Figure 3, indicate that perceived information control 

has a significantly positive effect on perceived income (β = 0.120, p = 0.016), supporting H1. Furthermore, it has a 

significantly negative effect on perceived risk (β = −0.129, p = 0.007), supporting H2. Perceived risk has a significant 

negative effect on perceived benefits and trust (β = −0.261, p = 0.000; β = −0.328, p = 0.000), supporting H3 and H5, 

respectively. Additionally, perceived benefits have a significant positive effect on trust (β = 0.397, p = 0.000), 

supporting H4. Also, trust has a significant positive effect on information participation behavior (β = 0.433, p = 0.000), 

supporting H6. 

 

 
Figure 3: Results of Structural Model Analysis for the Full Sample 

 

Concerning the explanatory power of the research model, we explained 33.6% and 27.5% of the variation in trust 

and IP, respectively. Additionally, Table 5 includes the overall fit evaluation of the estimated models. All values of 

discrepancy measures were below the 95% quantile of their corresponding reference distribution (HI95), indicating 

that the estimated model was not rejected at a 5% significance level. Moreover, the computed SRMR of 0.045 is less 

than the cut-off value of 0.080, indicating an acceptable model fit (Hair et al., 2018).The evaluation of the estimated 

model’s overall fit indicates that the proposed research model is true and is a research model that allows us to explain 

theoretically how and why users participate in and use AI-assisted medical consultation (Benitez et al., 2020). 

 

Table 5: Overall Model Fit Evaluation of the Estimated Models. 

Discrepancy 
Value for the estimated 

model 

HI95 for the estimated 

model 
Conclusion 

SRMR 0.045 0.050 Supported 

dULS 0.393 0.478 Supported 

dG 0.210 0.228 Supported 
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The mediating role of trust was determined based on a decision tree documented in Nitzl et al. (2016). As 

shown in Table 6, trust fully mediated the effects of perceived benefits and perceived risks on information 

participation behavior.  

 

Table 6: Results of Mediating Effect Tests of Trust 

Direct effect Mediating effect Mediating role of trust 

PB→IPB 0.066 PB→Trust→IPB 0.172*** Full mediation 

PR→IPB 0.011 PR→Trust→IPB -0.142*** Full mediation 

Note: PB, Perceived benefits; PR, Perceived risks; IPB, Information participation behavior. 

***p < 0.001; **p < 0.01 

 

4.4 Multi-Group Measurement Invariance Test 

To subsequently compare groups, we tested the measurement invariants of each latent variable among male and 

female groups with SmarPLS3.0, using the method for measuring the invariance of composite models proposed by 

Hair et al. (2014). The measurement invariance test includes configural and compositional invariances. First, since we 

used the same measurement scale used in data collection, the measurement of male and female meets the requirement 

of configural invariance. Second, using the Permutation algorithm, the correlation coefficients of inter-group scores 

of all potential variables were within 95% confidence interval (perceived information control: r = 0.996, 95% CI = 

[0.945, 1]; perceived benefits: r = 0.996, 95% CI = [0.982, 1]; perceived risks: r = 0.999, 95% CI = [0.997, 1]; Trust: 

r = 0.999, 95% CI = [0.997, 1]; IP: r = 0.994, 95% CI = [0.993, 1]), indicating that the measurement invariance between 

male and female groups meets the requirement of compositional invariance. 

4.5 Multiple Group Analysis 

The path coefficients for the female and male groups are shown in Figure 4. The results show that the path 

coefficients are different among different groups. To further determine whether these differences are significant, tspooled 

statistics and corresponding p-values of the path coefficient of male and female groups were calculated (Ahuja and 

Thatcher, 2005; Keil, Wei, et al., 2000), and reported in Table 7. These results showed that the influence of perceived 

information control on perceived benefits was significantly greater for the male group than for the female group

（βfemale = 0.069, p = 0.254; βmale = 0.186, p = 0.027; tspooled = 17.738, p = 0.000）, supporting H7; The effect of 

perceived benefits on trust was also significantly greater for the male group than for the female group （βfemale = 0.367， 

p = 0.000; βmale = 0.433, p = 0.000; t spooled = 9.587, p = 0.000）, supporting H10. However, the relationships between 

perceived information control and perceived risk（βfemale = −0.157, p = 0.017; βmale = −0.104, p = 0.273; tspooled = 7.181, 

p = 0.000）, perceived risks and perceived benefits （βfemale = −0.332, p = 0.000; βmale = −0.190, p = 0.024; tspooled = 

22.290, p = 0.000）, and perceived risks and trust（βfemale = −0.342 p = 0.000; βmale = −0.313, p = 0.000; tspooled = 

4.718, p = 0.000） showed stronger negative effects for females than for males, thus supporting H8, H9, and H11. 

However, the relationship between trust and information participation behavior has no significant difference between 

male and female （βfemale = 0.443 p = 0.000; βmale = 0.432, p = 0.000; tspooled = 1.312, p = 0.190）, thereby not 

supporting H12. 
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Figure 4: Results of Structural Model Analysis for Female and Male Group Samples 

 

Table 7: Path Coefficient Comparison Statistics between Females (N = 276) and Males (N=194) 

Path 
Path coefficients 

t spooled 
Hypothesis 

support 
Female Male 

H7: Perceived information control 

→Perceived benefits  
0.069 0.186* 17.738*** Supported 

H8: Perceived information control 

→Perceived risk 
−0.157* −0.104 7.181*** Supported 

H9: Perceived risk →Perceived benefits −0.332*** −0.190* 22.290*** Supported 

H10: Perceived benefits →Trust 0.367*** 0.433*** 9.587*** Supported 

H11: Perceived risks →Trust −0.342*** −0.313*** 4.718*** Supported 

H12: Trust →information participation 

behavior 
0.443*** 0.432*** 1.312 Not supported 

Notes: ***p < 0.001, **p < 0.01, *p < 0.05. The formula for computing the tspooled significance of the differences in 

the path coefficients for the various subgroup samples is derived from Keil, Tan, et al. (2000) (see Appendix A for 

details) 

 

5. Discussion and Implications 

This study proposes a theoretical research model to examine the roles of privacy calculus theory, trust, and gender 

in information participation of AI-based medical consultation platforms. We investigate how perceived information 

control relates to perceived benefits and risks; how perceived benefits and risks relate to trust in AI-based medical 

consultation platform; how trust relates to information participation; and how the gender of users can moderate the 

results.  

First, the study examines the applicability of the privacy calculus theory in AI-based medical consultation. 

Specifically, our results indicate that perceived information control directly increases perceived benefits and reduces 

perceived risks. In addition, control indirectly increases perceived benefits through reducing perceived risks. In the 

healthcare context, Princi and Krämer (2020) postulated that control created a sense of security, which led to a higher 

perception of benefits and a lower assessment of privacy risks. These results indicate that when an AI-based medical 

consultation platform allows more control of private data, it is likely that users will ignore risks and underestimate 
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potential privacy risks. At the same time, Hajli and Lin (2016) assumed that when users were less concerned about 

their data collection, they had more perceived benefits and a more positive attitude towards the information 

participation. 

Second, our results show that trust is a significant determinant in influencing behavioral intention to participate 

in information disclosure in AI-based medical consultation. This result agrees with the evidence reported in other 

research, such as AVs and e-commerce services (Kamal et al., 2019; Kim and Peterson, 2017) and smart healthcare 

services (Liu and Tao, 2022). Note that trust completely mediates the relationships between perceived benefits and 

information participation, and between perceived risks and information participation, indicating the critical role of 

trust in determining an acceptable behavior of AI-based healthcare services. 

Third and more significantly, our findings indicate the gender variances in terms of impacts of strengths of privacy 

calculus on trust in platforms. Specifically, the relationships between perceived information control and benefits and 

perceived benefits and trust are stronger for males than for females. However, the relationships between perceived 

information control and risks and perceived risks and trust are stronger for females than for males. These results 

indicate that males are more task-oriented and easily affected by utility and performance, whereas females are more 

sensitive to risks and easily affected by perceived risks. This is congruent with previous studies which argue that 

female are more likely to show risk-averse behavior by taking active behaviors to avoid risks and ensure their own 

safety (Powell and Ansic, 1997). At the same time, males are more likely to show a preference for task-oriented results 

(Venkatesh et al., 2012). This study also further confirms that the negative impact of perceived risks on perceived 

benefits is stronger for females than for males.  

Finally, the moderating effect of gender in trust on users’ information participation is insignificant, which is in 

line with the findings of Heidarian (2019) and contradicts others’ findings (Abubakar et al., 2017). Abubakar et al. 

(2017) found that when females trusted a destination, they tended to have higher intention to revisit than males, which 

also conforms to the idea of females being more risk-averse. The reason for this inconsistency may be that the 

information users disclose on the platform during the intelligent consultation is largely related to personal health 

privacy. Once leaked or illegally used, it causes serious property loss or even threatens personal dignity, for which 

reason, males also have a strong awareness of risk-averse. Second, in the medical consultation context, the main 

objective of users on the platform is to get accurate diagnoses of their illness, timely alleviate it, and perform/schedule 

the next treatment. If the medical treatment results are inaccurate or wrong, the illness will either remain mild, or 

progressed to a severe case that eventually endangers their lives. As a result, users care more about trust in the platform 

than they do about service satisfaction. Both male and female users who pay more attention to perceived benefits and 

perceived risks, respectively, will choose intelligent consultation platforms that provide more real information and 

hold more reliable activities for medical treatment. 

5.1 Theoretical Implications 

First, this study extends the privacy calculus theory to AI medical technology context. Some of the previous 

studies on privacy and information participation are conducted in different context, such as utilitarian technology 

context  (e.g., Xu et al., 2009) and hedonic technology context (e.g., Sun et al., 2015). In this study, in view of the 

contextual differences, we consider information control when users cogitate the tradeoff between perceived benefits 

and risks. The findings suggest future researchers pay attention to the contextual differences and develop context-

specific models based on these differences. 

Second, our findings contribute to the existing literature by exploring how perceived benefits and risks are 

associated with trust, and how trust is related to information participation in AI-based medical consultation. Previous 

studies on information disclosure have mainly investigated the impact of perceived benefits and risks on intention or 

behavior, ignoring the role of trust (Cheng et al., 2021; Sun et al., 2021; Sun et al., 2015; Xu et al., 2009).  Although 

previous studies on privacy issues related to AI technology have begun to show concern about trust (Bawack et al., 

2021; Wu et al., 2012), this study further demonstrates that trust plays an important role in determining information 

participation behavior in AI-based medical consultation. It balances the perceived benefits and risks, and bridges the 

relationship between perceived benefits and risks and information participation behavior.  

Third, this study extends this line of research by proposing that the effects of these privacy calculus and trust on 

information participation are contingent on users’ gender. The gender differences in the information participation 

behavior have been rarely investigated (Sun et al., 2015). Even though some studies have explored the moderating 

role of gender in understanding the impacts of perceived benefits on intention (Sun et al., 2015; Venkatesh et al., 

2012), their conclusions differ. For example,  Sun et al. (2015) found that the impacts of benefits on intention were 

stronger for females than for males, while Venkatesh et al. (2012) stated that the relationship between benefits and 

intention was stronger for males than for females. To solve the inconsistency, we consider two stages by stating that 

males and females may think differently at the privacy-trust stage and the trust-behavior stage. Our results show that 

females place more stress on perceived risks while males stress perceived benefits more at the privacy-trust stage. At 
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the trust-behavior stage, there are no considerable differences between males and females. Thus, a better understanding 

on the impacts of privacy calculus on behavior requires a distinction between the privacy-trust stage and the trust-

behavior stage.  

5.2 Practical Implications 

First, perceived information control is a driving force for user information participation behavior. The process of 

AI-based medical consultation should follow a special privacy management module, and pay more attention to the 

design of information management, permission statement management and interaction management. On the one hand, 

the smart medical consultation platform should adopt fair and transparent information processing methods, formulate 

sound privacy protection policies, clarify the purpose and use of health information collection, and provide users with 

clear privacy disclosure options, such as allowing them to choose the types of information to be disclosed and the 

objects to be shared, so as to show respect for and importance of user privacy, thus eliminating users' privacy concerns. 

On the other hand, the smart medical consultation platform should formulate license statement terms that are easy for 

users to understand, and have friendly default Settings, provide users with privacy setting functions, promote users' 

independent management of personal information, give full play to the positive effect of license statement 

management, and facilitate users to update and control information. These measures will allow users to perceive that 

their private information is still under control and that there is no risk of privacy loss. 

Second, this study verifies that user behavior is affected by gender and explains the reasons for the differences in 

users’ information participation behavior under the same situation, which is of reference significance for men and 

women to receive more equal data security protection in the era of big data in the future. In some cases, perceived 

benefits have less effect on user information engagement behavior than perceived risks, and in others the opposite is 

true. As the theory of Communication Privacy Management (CPM) suggests: males and females define their privacy 

boundaries differently and develop a unique set of privacy management strategies. The platform needs to learn to 

accurately grasp and take advantage of this difference, and carry out different inquiry processes for different users. 

That is, the privacy policy of the inquiry interface for female users should be more detailed and prominent, and ensure 

that they can use more privacy Settings to manage their privacy, such as setting sensitive personal data to only private 

visibility, and clearing the record after the inquiry. For the males, the interface should be more concise, convenient, 

and easy to operate, to meet the purpose of consultation while involving less privacy control. 

Finally, similar to intelligent consultation in the medical field, intelligent services in the field of e-commerce, 

intelligent classroom in the field of education, and intelligent security in the field of urban construction are all based 

on AI. The paradoxical role of emerging technologies causes users anxiety and hesitation when using intelligent 

services. Based on the findings of this study, platform operators must be clear that users' trust in the platform is the 

premise of their information participation, so the platform should try to overcome the dilemma of low level of trust in 

the platform. Both perceived benefits and perceived risks significantly affect users' trust in the platform and 

information participation behavior. Platform managers should cultivate and consolidate users’ trust, for example, by 

improving service quality and complaint channels. At the same time, service providers can improve the application of 

AI technology to make intelligent services more professional, more personalized and interactive, which can directly 

enhance users' trust in the platform. 

5.3 Limitations and Suggestions for Future Research 

Inevitably, our study includes some limitations. First, this paper discusses the influence of gender on users’ 

information participation behavior. There are many boundary conditions in this process, and there are many levels of 

user characteristics. In addition to gender, relevant factors such as age, personality, and cultural background should 

be considered. For example, users with higher education levels may consider more risks when using the consultation 

platform, making it more difficult to share their health privacy information. Further investigations should go deeper 

into this concern and consider other personal characteristics, such as age, health condition and experience, etc. Second, 

our survey only targeted users from mainly AI-based medical consultation platforms. This includes a feasible selection 

bias. To generalize the findings of this study, future research should collect data across various countries. Finally, this 

survey adopted a questionnaire that asked people to rate their feelings when using the intelligent consultation service 

platform, which was highly subjective and did not set up real scenes to truly induce users’ emotions. In the future, real 

scenarios can be set to arouse people’ real emotions to remedy this defect. 

 

6. Conclusions 

The advent of AI techniques enables the increasing application in various industries and scenarios. However, the 

success of their implementation highly depends on users’ trust and information participation, especially in smart 

healthcare services. The present study highlights the role of trust in mediating the relationship between privacy-related 

antecedent and information participation behavior, privacy calculus in influencing the information participation 

behavior. The research model is empirically tested, showing that trust is the key path in shaping user information 
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participation, which fully mediates the effects of privacy-related antecedent on user information participation. In 

addition, this study demonstrates that users’ gender is an important moderator of the relationships at the privacy-trust 

stage, but not at the trust-behavior stage. The findings indicate that users’ gender should be considered at different 

stages when developing smart healthcare services for specific populations. The study offers important theoretical and 

practical implications for better design, development, and implementation of smart-related services. 
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Appendix A 

The formula for testing the significance of differences in path coefficients is 

𝑆𝑝𝑜𝑜𝑙𝑒𝑑 = √
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+
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, where 𝑆𝑝𝑜𝑜𝑙𝑒𝑑  is the joint variance; t represents the 

statistical value of the degree of freedom (𝑁1 +𝑁2 − 2 ); Ni represents the ith sample’s sample size; SEi represents the 

standard error of the path coefficient of the structural equation model for the ith sample; and PCi denotes the path 

coefficient of the structural equation model for the ith sample. 
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